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The paper presents methodologies associated vétlaization, which supports
data analysis. Analyzed data has been gatheredobgyPot systems deployed in
the network of Institute of Computer Science. Doghte vast amounts of data, the
manual analysis was almost impossible and veryagtjal, also considering time
constraints. Introduced visualization techniques sumpporting filtering features are
implemented in HPMS (HoneyPot Management Systerhg paper describes in
details two introduced methodologies which suppiath analysis using both charts
and graphs. The first one is used for the discowedriasic activities observed by
HoneyPot. The second one is used for advanced sasmaly machines used during
attacks concerning PhpMyAdmin software.
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1. Introduction

In the ,Big data” days, the need for analysis ddgathered in vast amounts,
by various information systems, cannot be questioRer this purpose, multiple
methods can be used, starting from the simplestioj@emented in each modern
data base system, which allows computation of geeraninimal, maximal or
count of given group of records, ending with thesinadvanced one that utilizes
data mining techniques which could automaticallyugr given data or discovered
patterns appearing in the analyzed data. Althodgheribed methods decrease the
number of data presented, rapid discovery of mmpbritant information could be



very difficult and time consuming. Most often thewn approach is used, which
utilizes the visualization of data. The good vi&ation, even of vast amounts of
data, allows easy discovery of most important i@t&tor rules.

In the paper results and conclusions concerningduced experiments
associated with the analysis of HoneyPot logs szsgmted. The HoneyPot system
is a kind of a trap for attackers, and data fromhsa system are gathered by the
author since a few years now. Nowadays, vast arsafrguch data are acquired,
even dozen thousands events a month. For the aplypose, a dedicated system
called HPMS (Honey Pot Management System) [1] waslbped at the Institute
of Computer Science, Warsaw University of Technglobhe first implemented
methods utilized simple data base functions wHimhexample, allow discovery of
most active machines. During the following researalvanced data mining
techniques that discover patterns are used, nafmefpent sets and jumping
emerging patterns, were designed. However, evary tisese methods a discovery
of trends and associations between events wasgonalbic. For this purpose the
HPMS system has been extended with modules whiokv alata visualization.
Currently, modules for plotting significant paraemstduring time and associations
between various events using graphs have beenrimepted. The usage of such
methods allows rapid discovery of time events, whew activity emerges or
connections between them are discovered. In eftbet,analytic work can be
efficient, and reaction to new trends can be imgleted.

The paper is organized as follows. The next, secaedtion describes
HoneyPot systems, especially those which are usedathering data for further
analysis. The third section is associated with \esgs that are supported by plots
generated using HPMS systems. The fourth secti@gtritbes the analysis of
attacks directed to the PhpMyAdmin vulnerabilityings graphs. The last, fifth
section concludes the conducted experiments.

2. HoneyPot systems

The role of the HoneyPot can be performed by aspuee which can be
used for observing hostile or unexpected activitye only common feature of this
resource is that it is not used for production psgs. The HoneyPot is usually a
specialized machine or software; however, this cale be taken by a fake record
in the data base or the account in the importamipcer system. Any access to the
resource, for example, an attempt to read or logim sign of an unexpected
activity. Historically, specially configured compu$ were used as the HoneyPot
system. The configurations enabled various momgpmechanisms that gathered
as many data as possible concerning the attackeityaduring an attack. For this
purpose, logs from operating systems, logs fromvoek devices placed between
HoneyPot and Internet or even traces of all trafifected to it can be used. Such a
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solution was ideal for catching and tracking a haradiacker, but it also had many
drawbacks. The first and the most important onassociated with an additional
risk. If the attacker detects and disables all thenitoring mechanism, the
HoneyPot can be used for other hostile activity.difidnally, the initial
deployment or cleaning the HoneyPot after a subdesgtack is very labor
intensive. This kind of systems are called higlerattion HoneyPots. In [2], the
details concerning one of the first well documendegtelopment of the HoneyPot
system and the description of further monitoring &macing a real attacker can be
found.

In the era of automatic threats, like worms, e-mv@iises or auto-rooters,
dedicated high interaction HoneyPot systems usedyéthering copies of new
samples of malicious code are inefficient and veslgy. After each infection the
HoneyPot system must be cleaned. This procesdavedy slow, even with the
support of virtualization. A better solution fortgaring information related to
malware is the usage of low interaction HoneyPbi® low interaction HoneyPot
iIs a dedicated software which imitates vulneral#evises. Depending on the
purpose, it can be very simple, for example, oigiirlg for incoming connections
and returning standard banners of a simulatedaeorn the one hand. On the other
hand, there are very complicated systems dedidateldwnloading new samples
of malware. This kind of low interaction HoneyPsimulates high level protocols
in which vulnerabilities appear, incoming shellcodsed by worm during
vulnerability exploitation is emulated and the nstelges of the activity of malware
iIs downloaded. The most important low interactioonelyPots are HoneyD [3],
Nepenthes [4] and its successor Dionaea [5].

During our research on automatic threats, conduetedhe Institute of
Computer Science, only low interaction HoneyPotsewssed. Due to limitations
of available systems, associated with very pooukition of Web applications, a
custom solution named WebHP was introduced. Mor@ildeconcerning its
functionality are presented in papers [1, 6].

3. Analysis of HoneyPot data using charts

The WebHP HoneyPot system described in the predeason produces vast
amounts of data that are later analyzed. For ex@mdpring the one and a half year
the WebHP system receives more than 300 thousahdsnmections. Manual
identification of new attacks or trends detectienalmost impossible without
dedicated software. Moreover, the analysis usirly taxt representation of each
connection is a tedious work. The most straightBbdmvay to visualize this data is
the usage of a chart. The Fig. 1 shows a sample then HPMS systems, which
presents the activity observed by WebHP sensoiagithie year 2013. The X-axis
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represents time and the Y-axis represents numbeorofections observed during
each day.

Figure 1. Activity observed by WebHP sensors during the y$HI3.
Chart generated by HPMS software

At the first glance, a few very interesting timstants and time ranges can be
identified. This information can be beneficial farperson which performs the
analysis and points out the time range which shbaldhvestigated at first. In the
presented Fig. 1, the sharp spike is associatdd exiécution of security scanner.
Both time ranges with high activity, the first betswn the end of June and middle of
July and the second from October to the end of Dbee, are related to automatic
SPAM activity which placed marketing posts at theeicure webpage of the guest
book. More details concerning this attack are prieskin the article [1].

For more detailed analysis, the charts can beegulditr any tag associated
with the connection. Tag definition is configureg the user, and later each
connection which fulfill tags’ constraints is autatically marked by the given tag.
Tag definition has a form of a logical expressiomiak additionally can use any
field appearing in the HTTP header. Fig. 2 showsa logical expressions which
are used for connection tagging.

header="[POST] configuration' AND (value ILIKE '%42 .php%'
OR value ILIKE '%43.php%' OR value ILIKE '%44.php%’ OR
value ILIKE '%45.php%' OR value ILIKE '%124.php%")

Figure 2. Sample tag definition used for automatic connecti@arking
in the HPMS system

Using charts and tags provided by the HPMS systathodology for data
analysis was introduced. At the first step the genshich performs analysis for

17



a given time period observes the initial chartetasting features of the chart, for
example, sharp spikes or time ranges which showzbaervable rise in HoneyPot
activity, are detected and later investigated itaitle In many cases a detailed
investigation reveals knowledge associated witkeatet feature in the chart, for
example IP address of the offending machine orpaated pattern in a field. In
most cases using this information new tag can bated. In the next step a new
chart, without previously detected transactions, gesnerated. The work is
performed until there are no transactions whichlzardentified and marked.

The described methodology can be applied to dataepted in the Fig. 1.
Identified attacks lead to defining two tags thai ©e used for data filtering. Fig. 3
shows the activity of the deployed HoneyPot sysier2013 without these two
attacks. As it can be seen, the usage of thesetaus reduced the number of
transactions almost ten times. In the new chahgrospikes can be observed. As
was introduced in the methodology, these spikesldhoe analyzed and in effect
new tags can be produced and additional knowledgeceted with observed
attacks can be gathered. Despite the fact thatitgckevel in Fig. 3 compared to
the Fig. 1 is one or two order of magnitude loveethodology of analysis is
almost the same.

Figure 3. Activity observed by WebHP sensors during the y$HIS.
Chart generated by HPMS software

Additionally, tags can be created using informati@ined from other source,
for example, articles, reports or personal knowsediyloreover, data mining
methods implemented in the HPMS system are venefimal, too. For this
purpose the miner module, which discovers freqgets in the recorded data, is
used. The miner module treats each transaction set,aand each transactions’
attributes as an item set. Detected frequent sptesent repeated activity. In many
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cases such pattern can be easily converted tathddfinition and used later for
marking new connections. Fig. 4 shows a sampleepatietected automatically
using data mining technigues. The presented patexasociated with ShellShock
vulnerability [7] in the Linux prograrbash . Despite thabash is used locally by
a logged user in most cases, some applicationsud&gaCGl interface andash
can be attacked too.

Figure 4. A frequent set, automatically detected by HPMSanimodule, which is later
used for tag definition

Figure 5. Transactions associated with ShellShock attackrbs in 2014

When the tag is added, a new chart showing cororectharked with recently
added tag can be generated. In effect, after ttexiien of one attack, all similar
ones can be detected too. The Fig. 5 shows copnsatharked with ShellShock
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tag, which was produced using knowledge gained fdisnovered frequent sets.
In the figure, additional six attacks can be smbhiesides the dominating one.

4. Analysis of PhpMyAdmin attack using graphs

As was described in the previous section sam@et€lcan be very beneficial
for data analysis. However, not all data can bdlyessualized in this manner,
sometimes more complicated methods must be usednAsxample of advanced
graphical methods which visualize attackers antimi&are presented. Research of
this particular attack starts when at the end dirkray 2014 a completely new
activity appears in the deployed HoneyPot. Manualysis shows that this attack
uses vulnerability in the PhpMyAdmin [8], utilityopularly used by system
administrators for MySQL database management wgéaiginterface. Rapidly new
offenders start using this exploit and more andemoew malware samples are
received. Fig. 6 shows an activity associated wuliils attack by the deployed
WebHP sensors.

Figure 6. Automatically detected by HPMS miner module fraguget, which is later
used for tag definition

Before the introduction of the visualization methabme more details
concerning this attack must be presented. Theditatker’'s request looks like an
innocent attempt to gather the file /phpmyadmingésfsetup.php (see Fig. 7).
The file name is a little strange, but the web seresponds with appropriate data.
What is important to the attacker, is that themegd file contains a unique session
token which is later used during an injection &tac
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GET /phpmyadmin/scripts/setup.php HTTP/1.1

Host: 194.29.XX.YY

User-Agent: Mozilla/4.0 (compatible; MSIE 6.0; MSIE 5.5; Windows NT
5.1) Opera 7.01 [en]

HTTP/1.1 200 OK

Date: Thu, 19 Jun 2014 08:51:35 GMT
Transfer-Encoding: chunked
Content-Type: text/html

24a7
<IDOCTYPE html>
<html xmIns="http://www.w3.0rg/1999/xhtml|"><head>

href="http:///app/phpMyAdmin/setup/index.php?versio n_check=1&a
mp;t oken=a60b82c06f a123c868288b29584d345">Check for latest version
</a>

Figure 7. Initial message and response during the attatket®MA application
gathered by WebHP system

The second message which is sent from the attagkbe victim contains an
exploit. In this case the attacker utilizes codedtion error in PMA application
that allows remote change of configuration objdot.effect the attacker can
download and execute any malicious code on thenvichachine. Message
containing the exploit, which was sent to the Hd®atyis presented in the Fig. 8.

POST /phpmyadmin/scripts/setup.php HTTP/1.1

Host: 194.29.XX.YY

Referer: http://194.29.XX.YY/phpmyadmin/scripts/set up.php
User-Agent: Mozilla/4.0 (compatible; MSIE 6.0; MSIE 5.5; Windows NT
5.1) Opera 7.01 [en]

Content-Type: application/x-www-form-urlencoded

Content-Length: 238

action=lay_navigation&eoltype=unix&token= a60b82c06f a123c868288b29584
d345&configuration= a%BA1LYBAY Bi ¥B8A0YBBOYBAL0YBAYR2PNVAYGFConf i g9%22%8A
19Y38A% BsYB8A6YBAYR2sour ce¥R2%3Bs ¥8A29YBAYR2f t p¥8AYRFYR2F37 Y2 E5992 EAAYR
EBBY2Fpub%2F124%2Ephp%22%3B% D% D

Figure 8. Message containing an exploit used during thelatiathe PMA application
gathered by WebHP system

The first marked part of the message is gatherdtheninitial phase of the
attack — the session token. The second marked(gféet decoding) contains the
following text: “a:1:{i:0;0:10:"PMA_Config":1:{s:6:source";s:29: "ftp://37.59.AA.
BB/pub/124.php™;}}"
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This text contains the specially crafted PMA sofvaonfiguration object
which could be remotely changed due to an errghénapplication. In effect, the
vulnerable software injects, in the currently exeduinstructions, the code
downloaded from the provided malicious URL - file24lphp from IP
37.59.AA.BB. Because this exploit is sent to thes lmteraction HoneyPot, this
attempt was only stored in the data base and thieious code did not execute.
However, later manual analysis proved that the I@&.php contains malicious
code which is used to remotely control the infectedchine and to create a
BotNet.

Sample analysis performed directly on data stonetthé database could only
find the most frequently used attackers, the udled or ftp servers from which
malware was downloaded. This preliminary analysiesrinteresting questions. If
and how all those attackers, files and ftp seraeesrelated? Is there any group of
machines that works together? Do all such commagitiork is the same manner?

To answer all of these questions some visualizatiethods were introduced.
Visualization utilizes simple undirected graphs, evén a vertex represents an
attacker (red), a filename (green) used by malveamy or an ftp server which
hosts the malware (blue). The edge is added betadibm and both an IP address
— attacker and an ftp server. Conducted experingnige the initial prediction that
all the observed activity can be divided into inelegeent groups. Fig. 9 shows
a sample graph representing one of the detecteghgro
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Figure 9. Graph presenting sample group of cooperating mashiluring attack
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Graphs generated automatically by HPMS system Iapigtsents groups of
attacks that are joined by the used file name @ftfhserver. However, many other
interesting behaviors can be easily spotted inetipgstures. Fig. 9 shows that most
activity is associated with one ftp server whiclstsanany files. Additionally, each
file in most cases is used by three attackers. piabably is effect of redundancy
introduced by attackers. Fig. 10 shows three ajhaups of offending machines.
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Figure 10.Graphs presenting sample groups of offending nmashiTwo top groups
are file oriented. The third at the bottom is itex oriented

The two graphs at the top of the Fig. 10 are filerded, in contrast to the
previous one presented in the Fig. 9 which is éfver oriented. All attackers and
ftp servers use the same file containing malwarkaMis interesting, in the graph
at the left, all machines after infection downlaoadlware directly from the attacker
IP. This is a sign that probably this is an autecattivity — some kind of the
worm. The graph presented at the bottom of the Fghows the attacker oriented
graph. The central point of the graph is associatétl an IP address of the
offending machine. Used file has the same namépuadh lack of file name
unification introduces two names — the only chaisgassociated with the number
of /" in the file name, which in actual connectitias no effect. Like the graph at
the roght top of the figure 10, all the used ftpsees have login and password set.
Used passwords are not so trivial which suggestsah servers are hacked, and
store malware without owners knowledge and peronissi
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5. Conclusions

Deployment of the HoneyPot systems is just the rbegg. Valuable
knowledge can be gained by careful analysis of edtiah is gathered by the
deployed HoneyPots. The real work with these systégins at this point.
However, currently most efforts concerning HoneyBofttware development is
associated with an introduction of new types of éjd?ots [9, 10] or hiding the
existing ones [11]. The development of analyticaftware for HoneyPots is
unfortunately neglected. The HPMS systems preseintdtlis paper have been
developed due to that no suitable analytical softwexists. Huge amount of
recorded data needs additional analytical functibes. The visualization and
filtering functionalities, initially implemented asupport tools, rapidly confirmed
their usefulness. As was presented in the prepawsgraphs these simple methods
can be very beneficial for people who perform asiglyof data recorded by
HoneyPot systems. The methodology described in singion 3, despite its
simplicity, can be used with profound effects tcalgpe and characterize the
activity observed by HoneyPot systems in the giuae range.
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