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Abstract: The paper attempts to determine an optimum structure of a directional 
measurement and control network intended for investigating horizontal displacements. 
For this purpose it uses the notion of entropy as a logarithmical measure of probability of 
the state of a particular observation system. An optimum number of observations results 
from the difference of the entropy of the vector of parameters XX̂H   corresponding 
to one extra observation. An increment of entropy interpreted as an increment of the 
amount of information about the state of the system determines the adoption or rejection 
of another extra observation to be carried out. 
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1. Introduction

While designing the structure of geodetic control networks an important factor is the 
optimisation of the structure with possibly the highest amount of information. This 
course of action provides possibilities of satisfying assumptions about the accuracy 
characteristics of the parameters being determined and the sensitivity of a model of 
displacements (Sharif et al., 2012). The identifi cation of movement of points by means 
of the geodetic method through classic measurements (distance, directions) requires 
the satisfaction of geometrical conditions for geodetic networks. The importance of 
geometrical and technical conditions (Nowak, 1993) is unquestionable from the point 
of view of the accuracy of determining the position of controlled points. 

The article presents a suggestion for a construction of a horizontal linear geodetic 
network and a directional one according to a criterion of changes of information 
entropy, which provides a particular amount of information about the state of the 
observation system. 
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2. Information entropy

The mathematical measure of lack of information about the internal state of a system 
is information entropy defi ned as a logarithm with a negative average value P of the 
probabilities of all the possible states of the system according to the formula (Bilgi 
et al., 2008, Philips el al., 2006).
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where: pi denotes the probability of occurrence of an i-th result from all the n possible 
states, r denotes a choice of an entropy measurement unit. Using a logarithm with 
a base of 2 we express entropy in bits (a bit – an entropy measurement unit used 
in technology) (Brillouin, 1969). Entropy as a measure of “lost information” can be 
determined only for systems all the states of which create an absolute system i.e. 
when 
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Entropy is a positive value or equal zero H  ≥  0, which reaches a minimum when 
the system reaches only one state with the probability pi = 1. In the case of a step 
change in the states of the system with an equal probability of their occurrence 
entropy reaches a maximum because (Wu et al. 2004)
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For systems the change of states of which occurs continuously entropy reaches 
a maximum (Peng et al. 2006) when the probability of their occurrence is in normal 
distribution, i.e. 

 

][1][13266,4ln

2ln
2

1
ln

2
2

1
2

2

2
2

2

max

bitnat

edxe
x

e
H

x

 (4)

where: x – random variable, σ – standard deviation of a probability density function,  
nat – information amount unit (1 bit = 1,4427 nat).

Entropy can be discussed in terms of elementary events and in terms of complex 
events. If two events α and β are independent, then the value of entropy, as an additive 
value, can be written as a sum of the entropy of the event α and the event β in the 
form (Gil, 1997; Shannon and Weaver, 1949)
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 HHH . (5)

The dependence of the events α and β leads to the conclusion that the event β will 
occur on condition that the event α occurs or vice versa, and then

 HHH   (6)

or 

 HHH . (7)

The dependence of events decreases the value of unconditional entropy.
In practical problems the most important is an increment of entropy as 

a difference between the entropy of the state under discussion and the state of the 
reference system. 

3. Entropy of a geodetic network 

A certain indeterminacy results from the random character of the vector of geodetic 
observations L = (l1, l2, …, ln), which concerns the real values of its components. 
The vector L is weighted by the random vector μ~N ﴾0, σ2), and its real value is 
Z = L + μ. The equalization of the vector of observations L will result in weighting 
the components X̂  = (x1, x2, …, xn), of the vector of parameters X = (x1, x2, …, xn) with 
a certain rate of indeterminacy (Lehmann and Scheffl er, 2011). 

As additional observations are carried out there occurs a change in the state of 
the observation system. The difference of the entropies of two states, described with 
a normal distribution with standard deviations σ1 and σ2 is (cf. formula (4)) 

 
2
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The difference of the entropies is an increment of information understood as the 
difference of the initial and the fi nal rate of information about the state of the system 
(Wang 2010). 

The information contributed by a single additional observation to the general 
information of the state of the observation system, written in line b of the matrix A, 
including the elements 

 
nmmm aaab ,12,11,1 ,,,  (9)

has been described by the author of the article (Neuman, 1965) with the dependence
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where: 
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and
– aij – elements of the matrix A,

– 
2

,
2

nnmB  – beta function,

– 
2

,
2

nmm
 –  psi Euler function (algorithmic derivative of the gamma 

function),

– 
2
n  – gamma function.

The same author (Neuman, 1965) also invented a formula for the entropy of the 
estimator X̂  of the vector of parameters X in the form
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where:
– m0 – mean a priori error of a single observation [mm],

– 
j

j m 0
0

 – sensitivity of the system along a particular axis of coordinates,

and
– δ0 – non-centrality parameter,
– λj – own value of the matrix AT A.
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4. Numerical example

The entropy of an observation system can be discussed in the aspect of the vector of 
observations L in relations to the vector Z, and in the aspect of the entropy of the 
vector of parameters X̂  in relation to its real values X. Because of the limited volume 
of this paper we will only discuss the second case.

In order to present possibilities of using entropy for designing an optimum 
structure of a directional geodetic network, a network consisting of 16 points and 
124 observed directions was analysed (Figure 1). In order to satisfy the technological 
correctness requirement, 8 observations from a total of 124 were eliminated.

Fig. 1. General diagram of a directional network

The network was equalized with minimum restrictions on rates of freedom while 
making points 3 and 11 stable and the mean a priori error of a single observation 
mobs = ± 4cc, which after equalization reached the value m0 = 1,17.

The equalization process provides a number of valuable directions about the 
perception of entropy of an observation system. The fi rst approach can be the 
identifi cation of mean errors of observations with a particular amount of information 
in order to omit unpromising data in further discussion. Observations with the largest 
amount of information do not usually satisfy the technological condition mv ≥ 0,7 
about the internal reliability of a network (Nowak and Prószyński, 1990). It was 
found that the amount of information in particular observations (Figure 2) depended 
on the assumptions adopted for the elimination of the external defect of the network, 
but the amount of information in the whole system remained approximately stable 
independently of the assumptions adopted. 
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Fig. 2. Amount of information in particular observations 

It results from the equalization of the system (116 observations) with minimum 
restrictions on rates of freedom that the sum of the amount of information is 
[Δh] = 25,9982, the entropy of the vector of parameters is 7367,22ˆ XXH  [bit], and 
there is a reversely proportional dependence between the amount of information in 
particular observations and the mean residuum error (Figure 3), which may be used for 
diagnostic purposes in the network (Nowak and Prószyński, 1990). If all the possible 
observations in the network were considered (240 observations), then the entropy of 
the vector of parameters X would increase to the value 2102,32ˆ XXH [bit].

Fig. 3. Amount of information and the residuum error

It was found from the analysis that the minimum of entropy occurs when the 
number of observations is 101 (Figure 4), then:
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– entropy of the vector of parameters 3491,22ˆ XXH ,
– mean error from equalization with minimum restrictions on rates of freedom  

m0 = 1,0206.

Fig. 4. Changes in entropy in the process of eliminating observations

While determining an optimum number of observations in a geodetic network, 
it is not the value of entropy itself that is important, but its increment, which is 
interpreted as an increase or a decrease in the amount of information about the state 
of the system. Each subsequent additional observation will result in an increase of 
entropy XX̂H , which will be compared with the entropy determined for a system 
with the probabilities α0 and β0 = 1 – α0. The value of the probability α0 is an adopted 
rate of importance of the estimator X̂ of the vector of parameters X before and after 
adding each subsequent additional observation. Using the notion of conditional 
entropy and the abovementioned course of action, a criterion for the adoption of 
another observation to be carried out will be described by the formula (Gil, 1999)

 XX̂0000 loglog H . (13)

For the test network consisting of 16 points, in which observations of directions 
were carried out, the number of measurements n is as follows: 
– for α0 = 0,10  β0 = 0,90  δ0 = 6,2  n = 80 
– for α0 = 0,05  β0 = 0,95  δ0 = 7,6  n = 90 
– for α0 = 0,01  β0 = 0,99  δ0 = 11,6  n = 103.

Detailed characteristics of the value of entropy obtained, dependently on the cri-
terion used for determining an optimum number of observations, have been presented 
in Table 1.
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Table 1. Results of calculations

Number of observations Entropy [bit]

80 observations determined for  β0 = 0,90  α0 = 0,10  δ0 = 6,2 25,5777

90 observations determined for  β0 = 0,95  α0 = 0,05  δ0 = 7,6 23,1173

101 observations determined on the basis of the minimum of entropy 22,3491

103 observations determined for  β0 = 0,99  α0 = 0,01  δ0 = 11,6 22,6716

116 observations which were adopted for further calculations after the elimination of 
aberrant observations (initially 124) 22,7367

240 all the possible observations in the network 32,2102

5. Conclusions

The paper presents one of the possible methods of optimization, as far as the number 
of elements measured in measurement-control geodetic networks is concerned. On 
the basis of the calculations and analysis carried out, it is possible to say that the 
amount of information in particular observations has a considerable infl uence on the 
determination of an optimum structure of geodetic networks. When the amount of 
information, the value of entropy, and the trace of a covariance matrix are known, it 
is possible to choose the right number of observations so as to preserve favourable 
accuracy characteristics with less work necessary. 
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Analiza struktury poziomej sieci geodezyjnej pomiarowo-kontrolnej na podstawie entropii
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Streszczenie

W pracy podjęto próbę określenia optymalnej struktury sieci kierunkowej pomiarowo-kontrolnej prze-
znaczonej do badań przemieszczeń poziomych. W tym celu wykorzystano pojęcie entropii jako logaryt-
micznej miary prawdopodobieństwa stanu określonego układu obserwacyjnego. Optymalna liczba reali-
zowanych obserwacji wynika z różnicy entropii wektora parametrów XX̂H   odpowiadającej jednej 
obserwacji nadliczbowej. Przyrost entropii interpretowany jako przyrost objętości informacji na temat 
stanu układu decyduje o przyjęciu względnie odrzuceniu do realizacji kolejnej obserwacji nadliczbowej. 

Unauthenticated | 89.73.89.243
Download Date | 9/28/13 11:06 AM


