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Abstract:
Nowadays, Customer’s product reviews can be widely
found on the Web, be it in personal blogs, forums, or e-
commercewebsites. They contain important products’ in-
forma�on and therefore became a new data source for
compe��ve intelligence. �n that account, these reviews
need to be analyzed and summarized in order to help the
leader of an en�ty (company, brand, etc.) to make ap-
propriate decisions in an e�ec�ve way. �owever, most
previous review summariza�on studies focus on summa-
rizing sen�ment distribu�on toward di�erent product fe-
atures without taking into account that the real advan-
tages and disadvantages of a product clarify over �me.
For this reason, in this work we aim to propose a new sy-
stem for product opinion summariza�on which depends
on the �me when reviews are e�pressed and that covers
the sen�ments change about product features. The pro-
posed system firstly, generates a summary based on pro-
duct features in order to give more accurate and efficient
informa�on about di�erent features. �econdly, classify
the product based on its features in its appropriate class
(good, medium or bad product) using a fuzzy logic sy-
stem. The e�perimental results demonstrate the e�ec�-
veness of the proposed system to generate the real image
of a product and its features in reviews.

Keywords: Feature e�trac�on, Fuzzy logic, Compe��ve
intelligence, �pinion mining, �pinion �ummariza�on,
�en�ment analysis, �en�WordNet

�� ��trod�c�o�
Competitive Intelligence (CI) is a monitoring pro-

cess of the competitive environment throughwhich in-
formation is gathered, analysed and distributed in or-
der to obtain results that will be carried out gradually
for ef�icient support to business activity and help to
make quali�ied decisions in relation to its competitors
(S� tefániková and Masa� rova� , 2014 [25]). Traditionally,
the capability of CI was greatly restricted to the lack of
suf�icient and reliable information sources about com-
petitors (Xu et al., 2011 [28]). But nowadays, many
people share opinions on a variety of topics and pre-
cisely on products/services on the Internet (e.g. E-
commerce websites, social media..). These opinions
present a new information source for CI (Amarouche
et al., 2015 [3]). Summarizing these opinions auto-
matically in some concise form could bring enormous
bene�its to business. �arious research works (Hu and
Liu, 2004 [13]; Zhuang et al., 2006 [32]; Wang et al.,
2013 [26]; Kansal and Toshniwal, 2014 [15]; Asgarian

and Kahani, 2014 [5]; Chen et al., 2015 [9]; Kangale et
al., 2015 [14]; Zhou et al., 2016 [31]; Yang et al., 2016
[29]; Cho and Kim, 2017 [10]) have been conducted
on opinion summarization systems that classify them
into those that require a set of features (feature-based-
summarization) and those that do not rely on the pre-
sence of features (non-feature-based summarization).

Feature-based-Summarization approaches con-
centrate on the features (called also aspects) of a
speci�ic product to produce a summary. They consist
of three distinct steps such as, i) Identifying the
important features of the product; ii) Identifying
the opinion words and predict their polarities; iii)
Generating the actual summary. Contrariwise, sys-
tems based on Non-feature-based Summarization
produce a generalized summary without considering
the features. This kind of summarization is useless in
CI because it loses some detailed information, which
is important to inform the decision maker of an or-
ganization regarding the development and marketing
of a product/service. However, summaries based on
features provide information about different features
and show what customers usually try to search while
referring to opinions that rend these types of sum-
maries of great demand in many application domains
like: recommender system (Ładyżyński and Grzegor-
zewski, 2014 [17]) and trust reputation (Rahimi and
Bakkali, 2015 [23]) with different languages such as
English (Kansal and Toshniwal, 2014 [15]), Chinese
(Zhou et al., 2016 [31]), Arabic (Abd-Elhamid et al.,
2016 [1]) and Italian (Maisto and Pelosi, 2014 [21]).
However, the large availability of reviews shared in
English allows researchers to focus on this language
in their works. Fig. 1 shows an example of a feature-
based summary about a cellphone. The ’battery life’
and ’camera’ are two product features among other
features of this product. The positive count opinions
of the battery life is 200, and 230 negative ones. While
in the case of the ’camera’, there are 200 positive
and 30 negative opinions. For each product feature,
the number of positive and negative opinions is also
provided. With such a summary, we can see how
many users have liked or disliked a speci�ic feature.

After usage of the product by customers, their opi-
nion may change on the same features. As indicated
in reviews 1 and 2 about ’Samsung note 7’ phone on
gsmarena.com. In Review 1, the commentator shows
a positive sentiment about feature ’battery’. In con-
trast to Review 2, we can notice that the sentiment
about the same feature has changed over time. To put
differently, the advantages and disadvantages of the
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product around its features will be clari�ied in the re-
views according to time and its use. Another factor
that has an in�luence on the effectiveness of feature-
based summary systems iswhen the product has been
improved on one of its features, the results provided
using these systems do not re�lect the real image of the
product after its improvement. All this shows the im-
portance of the time axis to express opinions in order
to generate useful summaries. However, the most cur-
rent efforts produced a summary without taking into
account the changes of sentiments about features over
time. For this reason, an opinion summarization sy-
stem that depends on time to express reviews is nee-
ded to cover these features changes if they exist.

Review 1 ”Slim phone with bigger battery” date: 02
May 2016.

Review 2 ”The phone is not problem the important
problem is battery, he needs to create a brandnewbat-
tery for Samsung galaxy note 7” date: 21 Oct 2016.

The objective of this paper is to propose a product
review summary system which takes into considira-
tion the time when reviews were expressed in order
toproduce an effective output re�lecting the real image
of the product in reviews. All in all, we summarize our
contributions of this research as:
– We have introduced a new feature-based-
summarizationmethodwhich generates a summary
that depends on time where sentiments are expres-
sed around features.

– We have proposed in this system, a Fuzzy Logic pro-
cess to assign the product to its corresponding class
(good, medium or bad) that is important to being
able to compare it with its competitors.

– Wehave conducted experiments using real data con-
cerning mobile phones and hotels to show that our
system does not refer to any domain information.
The rest of this paper is structured in the follo-

wing sections. Section 2 discusses the related works.
Section 3 formally de�ines the problems that will be
solved in this work. The proposed system in detail is

presented in Section 4. Section 5 discusses the expe-
rimental results. Finally, the conclusion and proposed
future works are given in Section 6 of this paper.

2. Related Works
This section presents a review of some impor-

tant previous works performed in the feature-based
summarization �ield. Their contributions usually fo-
cus on the three major tasks which were mentioned
above that are (1) feature identi�ication, (2) feature-
associated opinion classi�ication, (3) feature-based
summaries generation. As such, the different approa-
ches proposed in these previous works are presented.

One of the earliest works was done by Hu and
Liu (2004) [13] that proposed a system to generate
feature-based summaries of products’ customer re-
views. First, nouns and noun phrases that frequently
appeared in reviews were identi�ied as candidate pro-
duct features. Next, two types of pruning methods
were used to remove unlikely features. Then, they ex-
tracted the adjectives as opinion words from the sen-
tences that contained one or more features. Based
on the orientation of these opinion words and nega-
tionwords, the orientations of opinion sentenceswere
generated. Finally, a statistical summary that shows
features with their corresponding review sentences
and their positive and negative numbers is produced.
Liu et al. (2005) [20] proposed a framework called
Opinion Observer for analyzing and comparing consu-
mer opinions of competing products which gives the
strength andweakness of each product in terms of va-
rious product features. The product features were ex-
tracted by the association miner. They used adjectives
as opinion words and assign prior polarity to these by
WordNet exploring method. Zhuang et al. (2006) [32]
proposed an approach based on multi-knowledge to
summarize movie reviews. First, a keyword list was
built to �ind features and opinions. Then, they mined
the relations between features and associate opinion
words using dependency grammar graph and the buil-
ding list. Next, the valid feature-opinion pairs were
identi�ied by applying these mined relations. Finally,
a summary was generated based on the sentences
that contained opinions or extracted features. Abu-
laish et al. (2009) [2] proposed a system that produ-
ced a graphical summary about a product features.
Frist, they extracted features and opinionwords using
a semantic and linguistics analysis of reviews. Then,
the polarity of opinions was detected using a lexical
resource. Finally, they provided a feature-based sum-
mary of reviews in a graphical way.

But during the last few years, this problem has
been an attractive research topic. In practice, much
work has been devoted to perform this problem as a
system.

Wang et al. (2013) [26] proposed a Web-based
review summarization system called SumView. They
extracted product features and grouped the senten-
ces into feature relevant clusters using a Feature-
basedweighted Non-Negative Matrix Factorization al-
gorithm. Then, a summary was generated by selecting
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the sentence that had the highest probability in each
cluster.

Bafna and Toshniwal (2013) [6] proposed a dy-
namic system called FBS for feature-based opinion
summarization. The product features were identi�ied
using a combination of association mining and pro-
babilistic approaches. Next, they extracted the opi-
nions associated to each feature and their polarities
were detected based on lexicon dictionaries. Finally,
the system generated a feature-based summary by
extracting the relevant excerpts according to each
feature-opinions pair and placing it into their re-
spective feature-based cluster.

Kansal and Toshniwal (2014) [15] proposed a sy-
stem called ASAS (Aspect Based Sentiment Analysis
and Summarization) that took into account the con-
text dependent opinion words. The product features
were extracted using an approach like the one pro-
posed by Bafna and Toshniwal (2013) [6]. They map-
ped each opinionword to its closest products features,
then, applied some natural linguistic rules to �ind the
polarity of context dependent words.

Asgarian andKahani (2014) [5] designed a seman-
tic framework for structured summarization. They ex-
tracted the features, analysed the sentiment and then
integrated and summarized the opinions using a deve-
loped ontology. The framework of their proposed on-
tology shows the output results of the structured sum-
marization as semantic data.

Chen et al. (2015) [9] proposed a system to
handle Cantonese opinion mining. They built an opi-
nion orientation dictionary to identify the orientation
of opinion words, then explored some syntax rules
to predict the opinion sentences orientation. Finally,
they �inished by a summarization which categorized
all the related opinion sentences into positive or nega-
tive categories, they counted the respective numbers.

Kangale et al. (2015) [14] proposed a feature-
based review-summary system. �n the �irst step, the
data were passed through opinion spam �ilter, which
could detect fake reviews. After that, the features
would be identi�ied using association rule mining.
Then, feature trimming was used to trim some of the
unwanted features using the kinds of pruning thatwas
described in Hu and Liu (2004) and added others cal-
led miscellaneous pruning which improved this task.
They used database-based algorithm to predict the
orientation of every opinionword near to a feature. Fi-
nally, this system produced a graphical summary.

A system called SSPA (Sentiment Summarization
on Product Aspect) was proposed by Li et al. (2015)
[19]. SSPAusedbootstrappingdependencypatterns to
extract features and opinion words, then, the system
clustered these features into aspects based on word
semantic similarities. Next, it disambiguated senti-
ment orientations of opinion collocations for each as-
pect. Finally, the system extracted aspect opinion clau-
ses andanalysed their sentiment strengths for each as-
pect.

Zhou et al. (2016) [31] built a feature-based opi-
nion summarization system for Chinese microblogs

called CMiner. They extracted opinion targets using an
unsupervised label propagation algorithm and built a
lexicon-based sentiment classi�ier to classify a mes-
sage into positive, negative or neutral class.

Yang et al. (2016) [29] proposed an approach help-
ful to the prediction by leveraging aspect analysis of
reviews. They extracted features using aproposedmo-
del that exploited product category information. Then,
a two-layer regressionmodelwasbuilt to predict help-
fulness scores on all aspects and then ensembled them
into �inal helpfulness score.

Cho and Kim (2017) [10] proposed a feature
network-driven quadrantmapping to extract themost
representative opinions from customer reviews. They
found all product features and users’ opinion scores
for each product reviews using a feature-based sum-
mary method as in Hu and Liu (2004). Then, feature
relationships within the reviews are discovered from
the perspective of co-occurrence and semantic simila-
rity. A paired feature-dictionary feature network was
proposed to investigate feature relationship between
features that were used to construct a feature net-
work. Finally, a graph was generated by mapping the
results of the feature network into a quadrant to sum-
marize customer reviews.

Note that, the contributions of the related works
usually focus on the standard sub-tasks, such as featu-
res extraction, sentiments identi�ication around these
features, polarity detection of these sentiments and
summarization styles (Yuan et al., 2015 [30]). Howe-
ver, the effectiveness of summaries also focuses on the
good exploitation of reviews to produce an effective
summary that describes the real image of the pro-
duct in the market. For this reason, in this paper, a sy-
stem which summarizes products customers’ reviews
has been proposed. This system takes into account the
time when reviews were expressed to cover the chan-
ges of sentiments over time in order to generate a
feature-based summarization, and based on it, a pro-
duct classi�icationwill be performed to assign the pro-
duct to its corresponding class (good,mediumor bad).

Denote 𝑃𝑃 𝑃 𝑃𝑃𝑃�, 𝑝𝑝�, .., 𝑝𝑝�} a set of compara-
tive products (e.g. a cellphone), where 𝑝𝑝�(𝑖𝑖 𝑖 𝑖
to 𝑛𝑛) denotes the 𝑖𝑖�� product. 𝐹𝐹 𝐹𝐹 𝐹𝐹�, 𝑓𝑓�, .., 𝑓𝑓�}
is the set of product features that can be determi-
ned by the consumers according to their preferen-
ces concerning the product 𝑝𝑝� , where 𝑓𝑓� (𝑗𝑗 𝑗𝑗
to 𝑚𝑚) denotes the 𝑗𝑗�� product feature. 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑁
{𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁�, 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁�, .., 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁�} is a vector of
number of online reviews about products, where
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁� denotes the number of the online reviews
concerning product 𝑝𝑝� . For each product 𝑝𝑝� ∈ 𝑃𝑃, 𝑅𝑅� =
{𝑟𝑟��, 𝑟𝑟��, .., 𝑟𝑟��������} a set of online reviews and a set
𝑇𝑇� ={ 𝑡𝑡��, 𝑡𝑡��, .., 𝑡𝑡��������} of timeswhen these reviews
are expressed is de�ined.

After de�ining the set notations that will be used
throughout this paper, the problems are de�ined as fol-
lows:
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Problem 1 (feature-based summary) Given the sets
of online Reviews 𝑅𝑅� and time 𝑇𝑇� concerning a product
𝑝𝑝� ∈ 𝑃𝑃 described by a set of features 𝐹𝐹, our goal is
to generate a summary that includes two representa-
tive values concerning the positive and negative sen-
timents, about each feature by taking into account the
time (identi�ied from 𝑇𝑇�) when they were expressed.

We provide more perspectives of Problem 1 using
the reviews 1 and 2 that are expressed about the fea-
ture ’battery’ of Samsung note 7 cellphone. Note that
in Review 1, a positive sentiment was expressed about
this feature in ’02 May 2016’. Contrariwise to Review 2
which contains a negative sentiment for the same fea-
ture in ’21 Oct 2016’. Since this product has experien-
ced a problem in the battery, it is obvious that the large
number of positive sentiments generated before de-
tecting that problem by the consumer, in�luences this
feature’s values. Another example is a product that has
experienced improvements in some features will still
be in�luenced by the negative sentiments which are
expressed before their improvement. To capture the
changing of sentiments concerning a speci�ic feature
over time, our proposed method to solve Problem 1 is
to take into account the polarity of sentiments which
are associated to the feature, and the time when they
are expressed, to generate a feature-based-summary
vector of product 𝑝𝑝� . The proposed method at this
stage produces a feature-based-value at each 𝑡𝑡�� (such
that 𝑡𝑡�� ∈ 𝑇𝑇� ) for product 𝑝𝑝�:It can also show all the
changing sentiments about a given feature that helps
the manufacturer to have an idea about the quality of
this product and compare it with his competitors.

Problem 2 (aggregation of feature-based-summary)
Consider the output produced by feature-based-
summary step, for each product 𝑝𝑝� of 𝑃𝑃, the main goal
here is to summarize the values generated in a single
value to take a decision about this product (good, me-
dium or bad product) and compare it with competi-
tors (the other products of the set 𝑃𝑃). This summari-
zation will be realized via an aggregation of the values
generated around the features to get a global score
value of polarities (positive and negative) about pro-
duct 𝑝𝑝� . The proposed process at this stage, solves the
problem of assigning a decision to products that have
score values of polarities close together using a fuzzy
logic technique.

4. The Proposed System
This section discusses the design of the proposed

system (Fig. 2) that takes as input a set of crawled
reviews for a particular product 𝑝𝑝� and competing
products (𝑝𝑝�,..,𝑝𝑝�). These competing products are se-
lected by a supervisor who takes into account those
belonging to the same familly of 𝑝𝑝�. After preproces-
sing these reviews, the system extracts automatically
product features in the �irst step, then, identi�ied their
associated sentiments of them, and generates a pola-
rity (positive, negative) to each one in the second step.
Afterwards, we produce a summary for each product

based on the features. Finally, we classify each product
in its appropriate class (bad, medium or good).

4.1. Preprocessing
After collecting reviews from different sources,

theymust be pre-processed. Frequently, these reviews
contain several syntactic features that might not be
useful, that’s why, we will clean them from the data
(delete @, username, digits....). After that, the reviews
written in English will be selected after detecting the
language (Shuyo, 2014 [24]) for each one, because
our system performs only on English opinions. Then,
a web service1 will be used to detect and correct
the spelling errors in these reviews. Finally, Part-Of-
Speech Tagger (POS tagger2) will be applied in order
to associate each word with its grammatical function.
The main goal of using this tagger is to extract nouns
and convert plural to singular nouns that are impor-
tant to increase their weight in order to facilitate the
product feature identi�ication step (e.g. batteries to
battery in phone reviews), also to produce a useful
summary about products.
4.2. Prod�ct �e�t�re iden��c��on

After the preprocessing of reviews, we, then, ex-
tract candidate product features from reviews using
an algorithm proposed by (Amarouche et al., 2016
[4]) which builds a list that contains nouns compo-
sed of one or multiple words extracted from reviews.
The main goal of this step is to identify product featu-
res from this list. This identi�ication is based on Time
Weighting Term Frequency Inverse Document Fre-
quency (TW-TFIDF) method (Amarouche et al., 2016
[4]). Thismethod combines TimeWeighting (TW) that
is based on the time when opinions are expressed and
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the sentence that had the highest probability in each
cluster.

Bafna and Toshniwal (2013) [6] proposed a dy-
namic system called FBS for feature-based opinion
summarization. The product features were identi�ied
using a combination of association mining and pro-
babilistic approaches. Next, they extracted the opi-
nions associated to each feature and their polarities
were detected based on lexicon dictionaries. Finally,
the system generated a feature-based summary by
extracting the relevant excerpts according to each
feature-opinions pair and placing it into their re-
spective feature-based cluster.

Kansal and Toshniwal (2014) [15] proposed a sy-
stem called ASAS (Aspect Based Sentiment Analysis
and Summarization) that took into account the con-
text dependent opinion words. The product features
were extracted using an approach like the one pro-
posed by Bafna and Toshniwal (2013) [6]. They map-
ped each opinionword to its closest products features,
then, applied some natural linguistic rules to �ind the
polarity of context dependent words.

Asgarian andKahani (2014) [5] designed a seman-
tic framework for structured summarization. They ex-
tracted the features, analysed the sentiment and then
integrated and summarized the opinions using a deve-
loped ontology. The framework of their proposed on-
tology shows the output results of the structured sum-
marization as semantic data.

Chen et al. (2015) [9] proposed a system to
handle Cantonese opinion mining. They built an opi-
nion orientation dictionary to identify the orientation
of opinion words, then explored some syntax rules
to predict the opinion sentences orientation. Finally,
they �inished by a summarization which categorized
all the related opinion sentences into positive or nega-
tive categories, they counted the respective numbers.

Kangale et al. (2015) [14] proposed a feature-
based review-summary system. �n the �irst step, the
data were passed through opinion spam �ilter, which
could detect fake reviews. After that, the features
would be identi�ied using association rule mining.
Then, feature trimming was used to trim some of the
unwanted features using the kinds of pruning thatwas
described in Hu and Liu (2004) and added others cal-
led miscellaneous pruning which improved this task.
They used database-based algorithm to predict the
orientation of every opinionword near to a feature. Fi-
nally, this system produced a graphical summary.

A system called SSPA (Sentiment Summarization
on Product Aspect) was proposed by Li et al. (2015)
[19]. SSPAusedbootstrappingdependencypatterns to
extract features and opinion words, then, the system
clustered these features into aspects based on word
semantic similarities. Next, it disambiguated senti-
ment orientations of opinion collocations for each as-
pect. Finally, the system extracted aspect opinion clau-
ses andanalysed their sentiment strengths for each as-
pect.

Zhou et al. (2016) [31] built a feature-based opi-
nion summarization system for Chinese microblogs

called CMiner. They extracted opinion targets using an
unsupervised label propagation algorithm and built a
lexicon-based sentiment classi�ier to classify a mes-
sage into positive, negative or neutral class.

Yang et al. (2016) [29] proposed an approach help-
ful to the prediction by leveraging aspect analysis of
reviews. They extracted features using aproposedmo-
del that exploited product category information. Then,
a two-layer regressionmodelwasbuilt to predict help-
fulness scores on all aspects and then ensembled them
into �inal helpfulness score.

Cho and Kim (2017) [10] proposed a feature
network-driven quadrantmapping to extract themost
representative opinions from customer reviews. They
found all product features and users’ opinion scores
for each product reviews using a feature-based sum-
mary method as in Hu and Liu (2004). Then, feature
relationships within the reviews are discovered from
the perspective of co-occurrence and semantic simila-
rity. A paired feature-dictionary feature network was
proposed to investigate feature relationship between
features that were used to construct a feature net-
work. Finally, a graph was generated by mapping the
results of the feature network into a quadrant to sum-
marize customer reviews.

Note that, the contributions of the related works
usually focus on the standard sub-tasks, such as featu-
res extraction, sentiments identi�ication around these
features, polarity detection of these sentiments and
summarization styles (Yuan et al., 2015 [30]). Howe-
ver, the effectiveness of summaries also focuses on the
good exploitation of reviews to produce an effective
summary that describes the real image of the pro-
duct in the market. For this reason, in this paper, a sy-
stem which summarizes products customers’ reviews
has been proposed. This system takes into account the
time when reviews were expressed to cover the chan-
ges of sentiments over time in order to generate a
feature-based summarization, and based on it, a pro-
duct classi�icationwill be performed to assign the pro-
duct to its corresponding class (good,mediumor bad).

Denote 𝑃𝑃 𝑃 𝑃𝑃𝑃�, 𝑝𝑝�, .., 𝑝𝑝�} a set of compara-
tive products (e.g. a cellphone), where 𝑝𝑝�(𝑖𝑖 𝑖 𝑖
to 𝑛𝑛) denotes the 𝑖𝑖�� product. 𝐹𝐹 𝐹𝐹 𝐹𝐹�, 𝑓𝑓�, .., 𝑓𝑓�}
is the set of product features that can be determi-
ned by the consumers according to their preferen-
ces concerning the product 𝑝𝑝� , where 𝑓𝑓� (𝑗𝑗 𝑗𝑗
to 𝑚𝑚) denotes the 𝑗𝑗�� product feature. 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑁
{𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁�, 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁�, .., 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁�} is a vector of
number of online reviews about products, where
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁� denotes the number of the online reviews
concerning product 𝑝𝑝� . For each product 𝑝𝑝� ∈ 𝑃𝑃, 𝑅𝑅� =
{𝑟𝑟��, 𝑟𝑟��, .., 𝑟𝑟��������} a set of online reviews and a set
𝑇𝑇� ={ 𝑡𝑡��, 𝑡𝑡��, .., 𝑡𝑡��������} of timeswhen these reviews
are expressed is de�ined.

After de�ining the set notations that will be used
throughout this paper, the problems are de�ined as fol-
lows:
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Problem 1 (feature-based summary) Given the sets
of online Reviews 𝑅𝑅� and time 𝑇𝑇� concerning a product
𝑝𝑝� ∈ 𝑃𝑃 described by a set of features 𝐹𝐹, our goal is
to generate a summary that includes two representa-
tive values concerning the positive and negative sen-
timents, about each feature by taking into account the
time (identi�ied from 𝑇𝑇�) when they were expressed.

We provide more perspectives of Problem 1 using
the reviews 1 and 2 that are expressed about the fea-
ture ’battery’ of Samsung note 7 cellphone. Note that
in Review 1, a positive sentiment was expressed about
this feature in ’02 May 2016’. Contrariwise to Review 2
which contains a negative sentiment for the same fea-
ture in ’21 Oct 2016’. Since this product has experien-
ced a problem in the battery, it is obvious that the large
number of positive sentiments generated before de-
tecting that problem by the consumer, in�luences this
feature’s values. Another example is a product that has
experienced improvements in some features will still
be in�luenced by the negative sentiments which are
expressed before their improvement. To capture the
changing of sentiments concerning a speci�ic feature
over time, our proposed method to solve Problem 1 is
to take into account the polarity of sentiments which
are associated to the feature, and the time when they
are expressed, to generate a feature-based-summary
vector of product 𝑝𝑝� . The proposed method at this
stage produces a feature-based-value at each 𝑡𝑡�� (such
that 𝑡𝑡�� ∈ 𝑇𝑇� ) for product 𝑝𝑝�:It can also show all the
changing sentiments about a given feature that helps
the manufacturer to have an idea about the quality of
this product and compare it with his competitors.

Problem 2 (aggregation of feature-based-summary)
Consider the output produced by feature-based-
summary step, for each product 𝑝𝑝� of 𝑃𝑃, the main goal
here is to summarize the values generated in a single
value to take a decision about this product (good, me-
dium or bad product) and compare it with competi-
tors (the other products of the set 𝑃𝑃). This summari-
zation will be realized via an aggregation of the values
generated around the features to get a global score
value of polarities (positive and negative) about pro-
duct 𝑝𝑝� . The proposed process at this stage, solves the
problem of assigning a decision to products that have
score values of polarities close together using a fuzzy
logic technique.

4. The Proposed System
This section discusses the design of the proposed

system (Fig. 2) that takes as input a set of crawled
reviews for a particular product 𝑝𝑝� and competing
products (𝑝𝑝�,..,𝑝𝑝�). These competing products are se-
lected by a supervisor who takes into account those
belonging to the same familly of 𝑝𝑝�. After preproces-
sing these reviews, the system extracts automatically
product features in the �irst step, then, identi�ied their
associated sentiments of them, and generates a pola-
rity (positive, negative) to each one in the second step.
Afterwards, we produce a summary for each product

based on the features. Finally, we classify each product
in its appropriate class (bad, medium or good).

4.1. Preprocessing
After collecting reviews from different sources,

theymust be pre-processed. Frequently, these reviews
contain several syntactic features that might not be
useful, that’s why, we will clean them from the data
(delete @, username, digits....). After that, the reviews
written in English will be selected after detecting the
language (Shuyo, 2014 [24]) for each one, because
our system performs only on English opinions. Then,
a web service1 will be used to detect and correct
the spelling errors in these reviews. Finally, Part-Of-
Speech Tagger (POS tagger2) will be applied in order
to associate each word with its grammatical function.
The main goal of using this tagger is to extract nouns
and convert plural to singular nouns that are impor-
tant to increase their weight in order to facilitate the
product feature identi�ication step (e.g. batteries to
battery in phone reviews), also to produce a useful
summary about products.
4.2. Prod�ct �e�t�re iden��c��on

After the preprocessing of reviews, we, then, ex-
tract candidate product features from reviews using
an algorithm proposed by (Amarouche et al., 2016
[4]) which builds a list that contains nouns compo-
sed of one or multiple words extracted from reviews.
The main goal of this step is to identify product featu-
res from this list. This identi�ication is based on Time
Weighting Term Frequency Inverse Document Fre-
quency (TW-TFIDF) method (Amarouche et al., 2016
[4]). Thismethod combines TimeWeighting (TW) that
is based on the time when opinions are expressed and
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Term Frequency Inverse Document Frequency (TF-
IDF) that exploits the frequency of candidate features
appearing in reviews. Then, we will select the top n of
these features in order to generate a list constituting
them. Finally, a supervisor veri�ies the product featu-
res list in order to validate them.

To identify feature-sentiment-time triple for each
product, reviews are collected from data sources and
product features are used as input in this step. Then,
we will select features and their associated sentiment
terms that appear in reviews. Finally, we will build
feature-sentiment-time triplewhere time iswhena re-
view is expressed.

Finding out how sentiments are expressed about
these features is an important task in this step, we
will analyze dependency relations in reviewsusing the
Stanford CoreNLP3 that identi�ies a term�s role and
dependency relations in a review. We may �ind many
different dependency relations in reviews, but only
some of them are helpful to this task. We will con-
sider four major typed dependencies as in Wu et al.
study (2009) [27]. It includes nsubj (nominal subject),
amod (adjectivalmodi�ier), rcmod (relative clausemo-
di�ier), dobj (direct object) in the feature-sentiment-
time extraction step. The four dependencies (mentio-
ned above) are used to identify the feature-sentiment
pairs and we will add neg (negation) to the list of de-
pendencies which is important to check because the
meaning will change if a negation is associated to a
sentiment.

To associate sentiments to features in sentences
that contain just one feature, we have simply to re-
spect these four dependency relations. But in reality,
we may �ind some sentences that contain more than
one feature. For instance, the following review con-
tains two features: ”Signal strength will affect the bat-
tery life”. After applying the parsing to this sentence,
we can identify two important types of dependence
nsubj (Signal strength, affect) and dobj (battery life, af-
fect) which rely on two features with one sentiment.
This poses a problem for associating sentiments to fe-
atures in this case. For this reason, we will use some
rules (Chatterji et al., 2017 [8]) to associate sentiment
with its corresponding feature in a sentence. Then, we
will extract a negation that associates to the sentiment
if it exists that is identi�ied with neg (negation) type.

Algorithm 1 summarizes the main steps of ex-
tracting feature-polarity-time triplet. It takes as input
the set of features and reviews about product 𝑝𝑝� , then,
returns a set of polarity-time pair corresponding to
each feature 𝑓𝑓� . When each review 𝑟𝑟�� has been split to
a set of sentences and parsed thereafter, wewill be ex-
tracting sentiments associated to each feature 𝑓𝑓� using
the rules (Chatterji et al., 2017 [8]). Then, the polarity
is generated based on this sentiment and negation if it
exists.

To generate the polarity for each sentiment, a Sen-
tiWordNet4(SWN) is used to assign sentiment scores
for English synsets (Hassan Khan et al., 2016 [16]).
Three sentiment scores (positivity, negativity and ob-
jectivity) are assigned to each synset in SWN. These
scores are assigned by a committee of classi�iers (Esuli
and Sebastiani, 2006 [12]) for classi�ication of each
sysnet that has a range from 0.0 to 1.0 and they always
sumup to 1. The following tab. 1 describes SWN struc-
ture and sentiment scores associated to their entries.

Headers of the table columns have the following
meanings:
– POS: This can take four possible values: a ↦ ad-
jective; v↦ verb; r↦ adverb; n↦ noun.

– Offset: Numerical IDwhich is associatedwith part of
speech uniquely identi�ies a synset in the database.

– PosScore: Positive score.
– NegScore: Negative score.
– SysnsetTerms: List of all terms included in the syn-
set.
The polarity classi�ication of the sentiment is ba-

sed on the difference value between its PosScore and
NegScore. So, if this value is greater than zero, it will
be classi�ied as positive, whereas if it will be less than
zero, it is classi�ied as negative.

After generating the set of polarity and as-
sociated time {(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝��), (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝��) ,...,
(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝��������)} for each product feature 𝑓𝑓�
(where the couple 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝 𝑝𝑝�� is composed of
polarity which is positive or negative, and time 𝑡𝑡��
when this polarity is identi�ied) on a product 𝑝𝑝� , the
main goal of this step is to generate a percentage for
each polarity (positive and negative) around each
feature 𝑓𝑓� .
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Ta�le �. �en��ord�et frag�ent

POS Offset PosScore NegScore Synset-
Terms#rank

Gloss

a 01150475 0 0.625 sorry#1 regretful#1
bad#5

feeling or expressing regret or
sorrow or a sense of loss over
something done or undone

a 00005839 0.5 0.125 living#3 (informal) absolute
n 03931044 0 0 picture#1 image#3

ikon#1 icon#2
a visual representation (of an
object or scene or person or
abstraction) produced on a
surface

v 01824736 0.125 0 wish#2 like#1
care#3

prefer orwish todo something

Formula 1 calculates this percentage for the set of
time 𝑇𝑇� which depends, at the same time, on the num-
ber of polarities and time 𝑡𝑡�� when they are identi�ied.
On the other hand, it produces two values that are:
𝑝𝑝𝑝𝑝𝑝𝑝���� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) and 𝑝𝑝𝑝𝑝𝑝𝑝���� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) which repre-
sent percentage values that summarize respectively
the positive and negative polarities expressed around
feature 𝑓𝑓� for the set of time 𝑇𝑇� on a product 𝑝𝑝� . This
percentage introduces a weighting function 𝜌𝜌��� (for-
mula 2) to give the importance to the polarities that
are identi�ied at 𝑡𝑡�� compared to others that are ex-
pressed before this time. To put differently, the latest
polarities that are identi�ied around each 𝑓𝑓� have a
great importance compared to the oldest.

Knowing that the set 𝑇𝑇� is in order from the ol-
dest 𝑡𝑡�� to the latest 𝑡𝑡�������� (some elements of 𝑇𝑇�
are repeated because we can �ind several reviews that
are expressed at the same time), so before calculating
this function for each element of 𝑇𝑇� , the �irst step is
to quantify each one from it to give it as input to this
function. This quanti�ication is based on a chosen step
(𝑑𝑑𝑑𝑑𝑑𝑑, 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) which depends on the 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
type. Otherwise, the sentiments expressed around the
features can change daily for a speci�ic type of pro-
ducts unlike for others that might change weekly or
monthly.

An advantage which can be seen from Fig. 3 of this
function is the𝛾𝛾 value that is affectedby the speed con-
vergence of this function. In other words, its speed in-
creases when the value of 𝛾𝛾 gets closer to 0 therefore
it is important to assign good weights to sentiments
polarities.

𝑝𝑝𝑝𝑝𝑝𝑝���� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) =
∑������ 𝜌𝜌��� × 𝑛𝑛���(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

∑������ 𝜌𝜌��� × 𝑁𝑁���
(1)

𝜌𝜌��� = 𝛾𝛾����� (2)
where:
– 𝑡𝑡���: is the quanti�ied value of the time 𝑡𝑡�� .
– 𝛾𝛾: is a number in the range 0< 𝛾𝛾 𝛾1.
– 𝑛𝑛��� : is the total number of polarities identi�ied
around 𝑓𝑓� that has same polarity (positive or nega-
tive) at 𝑡𝑡�� .

– 𝑁𝑁��� : is the total number of polarities identi�ied
around 𝑓𝑓� at 𝑡𝑡�� .

Fig. 3. The influence of 𝛾𝛾 value on speed convergence
of the �eigh�ng func�on 𝜌𝜌���

Note that, the set of time 𝑇𝑇� will be divided into
ranges of times 𝑡𝑡�� so that we can have in each range
(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟), a set of 𝑡𝑡�� (Fig. 4). The set of 𝑡𝑡�� can be
de�ined based on a step duration. For example, if we
choose the𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 as a step, automatically each 𝑡𝑡�� that
belongs to the same month will be grouped into the
same range.

However, to show the impact of time in the vari-
ation results, we must calculate the percentage from
the start to each range, For example, to calculate the
percentage in the range l, we need to use in the calcu-
lation process all 𝑡𝑡�� of the previous ranges including
the range l as a new de�ined setmentioned as 𝑇𝑇(�)� (Fig.
4).

Fig. 4. The division of the set into ranges

4.5. Classifying product
After obtaining the positive and negative percen-

tage scores for each product feature 𝑓𝑓� on a product
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Term Frequency Inverse Document Frequency (TF-
IDF) that exploits the frequency of candidate features
appearing in reviews. Then, we will select the top n of
these features in order to generate a list constituting
them. Finally, a supervisor veri�ies the product featu-
res list in order to validate them.

To identify feature-sentiment-time triple for each
product, reviews are collected from data sources and
product features are used as input in this step. Then,
we will select features and their associated sentiment
terms that appear in reviews. Finally, we will build
feature-sentiment-time triplewhere time iswhena re-
view is expressed.

Finding out how sentiments are expressed about
these features is an important task in this step, we
will analyze dependency relations in reviewsusing the
Stanford CoreNLP3 that identi�ies a term�s role and
dependency relations in a review. We may �ind many
different dependency relations in reviews, but only
some of them are helpful to this task. We will con-
sider four major typed dependencies as in Wu et al.
study (2009) [27]. It includes nsubj (nominal subject),
amod (adjectivalmodi�ier), rcmod (relative clausemo-
di�ier), dobj (direct object) in the feature-sentiment-
time extraction step. The four dependencies (mentio-
ned above) are used to identify the feature-sentiment
pairs and we will add neg (negation) to the list of de-
pendencies which is important to check because the
meaning will change if a negation is associated to a
sentiment.

To associate sentiments to features in sentences
that contain just one feature, we have simply to re-
spect these four dependency relations. But in reality,
we may �ind some sentences that contain more than
one feature. For instance, the following review con-
tains two features: ”Signal strength will affect the bat-
tery life”. After applying the parsing to this sentence,
we can identify two important types of dependence
nsubj (Signal strength, affect) and dobj (battery life, af-
fect) which rely on two features with one sentiment.
This poses a problem for associating sentiments to fe-
atures in this case. For this reason, we will use some
rules (Chatterji et al., 2017 [8]) to associate sentiment
with its corresponding feature in a sentence. Then, we
will extract a negation that associates to the sentiment
if it exists that is identi�ied with neg (negation) type.

Algorithm 1 summarizes the main steps of ex-
tracting feature-polarity-time triplet. It takes as input
the set of features and reviews about product 𝑝𝑝� , then,
returns a set of polarity-time pair corresponding to
each feature 𝑓𝑓� . When each review 𝑟𝑟�� has been split to
a set of sentences and parsed thereafter, wewill be ex-
tracting sentiments associated to each feature 𝑓𝑓� using
the rules (Chatterji et al., 2017 [8]). Then, the polarity
is generated based on this sentiment and negation if it
exists.

To generate the polarity for each sentiment, a Sen-
tiWordNet4(SWN) is used to assign sentiment scores
for English synsets (Hassan Khan et al., 2016 [16]).
Three sentiment scores (positivity, negativity and ob-
jectivity) are assigned to each synset in SWN. These
scores are assigned by a committee of classi�iers (Esuli
and Sebastiani, 2006 [12]) for classi�ication of each
sysnet that has a range from 0.0 to 1.0 and they always
sumup to 1. The following tab. 1 describes SWN struc-
ture and sentiment scores associated to their entries.

Headers of the table columns have the following
meanings:
– POS: This can take four possible values: a ↦ ad-
jective; v↦ verb; r↦ adverb; n↦ noun.

– Offset: Numerical IDwhich is associatedwith part of
speech uniquely identi�ies a synset in the database.

– PosScore: Positive score.
– NegScore: Negative score.
– SysnsetTerms: List of all terms included in the syn-
set.
The polarity classi�ication of the sentiment is ba-

sed on the difference value between its PosScore and
NegScore. So, if this value is greater than zero, it will
be classi�ied as positive, whereas if it will be less than
zero, it is classi�ied as negative.

After generating the set of polarity and as-
sociated time {(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝��), (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝��) ,...,
(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝��������)} for each product feature 𝑓𝑓�
(where the couple 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝 𝑝𝑝�� is composed of
polarity which is positive or negative, and time 𝑡𝑡��
when this polarity is identi�ied) on a product 𝑝𝑝� , the
main goal of this step is to generate a percentage for
each polarity (positive and negative) around each
feature 𝑓𝑓� .
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Ta�le �. �en��ord�et frag�ent

POS Offset PosScore NegScore Synset-
Terms#rank

Gloss

a 01150475 0 0.625 sorry#1 regretful#1
bad#5

feeling or expressing regret or
sorrow or a sense of loss over
something done or undone

a 00005839 0.5 0.125 living#3 (informal) absolute
n 03931044 0 0 picture#1 image#3

ikon#1 icon#2
a visual representation (of an
object or scene or person or
abstraction) produced on a
surface

v 01824736 0.125 0 wish#2 like#1
care#3

prefer orwish todo something

Formula 1 calculates this percentage for the set of
time 𝑇𝑇� which depends, at the same time, on the num-
ber of polarities and time 𝑡𝑡�� when they are identi�ied.
On the other hand, it produces two values that are:
𝑝𝑝𝑝𝑝𝑝𝑝���� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) and 𝑝𝑝𝑝𝑝𝑝𝑝���� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) which repre-
sent percentage values that summarize respectively
the positive and negative polarities expressed around
feature 𝑓𝑓� for the set of time 𝑇𝑇� on a product 𝑝𝑝� . This
percentage introduces a weighting function 𝜌𝜌��� (for-
mula 2) to give the importance to the polarities that
are identi�ied at 𝑡𝑡�� compared to others that are ex-
pressed before this time. To put differently, the latest
polarities that are identi�ied around each 𝑓𝑓� have a
great importance compared to the oldest.

Knowing that the set 𝑇𝑇� is in order from the ol-
dest 𝑡𝑡�� to the latest 𝑡𝑡�������� (some elements of 𝑇𝑇�
are repeated because we can �ind several reviews that
are expressed at the same time), so before calculating
this function for each element of 𝑇𝑇� , the �irst step is
to quantify each one from it to give it as input to this
function. This quanti�ication is based on a chosen step
(𝑑𝑑𝑑𝑑𝑑𝑑, 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) which depends on the 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
type. Otherwise, the sentiments expressed around the
features can change daily for a speci�ic type of pro-
ducts unlike for others that might change weekly or
monthly.

An advantage which can be seen from Fig. 3 of this
function is the𝛾𝛾 value that is affectedby the speed con-
vergence of this function. In other words, its speed in-
creases when the value of 𝛾𝛾 gets closer to 0 therefore
it is important to assign good weights to sentiments
polarities.

𝑝𝑝𝑝𝑝𝑝𝑝���� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) =
∑������ 𝜌𝜌��� × 𝑛𝑛���(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

∑������ 𝜌𝜌��� × 𝑁𝑁���
(1)

𝜌𝜌��� = 𝛾𝛾����� (2)
where:
– 𝑡𝑡���: is the quanti�ied value of the time 𝑡𝑡�� .
– 𝛾𝛾: is a number in the range 0< 𝛾𝛾 𝛾1.
– 𝑛𝑛��� : is the total number of polarities identi�ied
around 𝑓𝑓� that has same polarity (positive or nega-
tive) at 𝑡𝑡�� .

– 𝑁𝑁��� : is the total number of polarities identi�ied
around 𝑓𝑓� at 𝑡𝑡�� .

Fig. 3. The influence of 𝛾𝛾 value on speed convergence
of the �eigh�ng func�on 𝜌𝜌���

Note that, the set of time 𝑇𝑇� will be divided into
ranges of times 𝑡𝑡�� so that we can have in each range
(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟), a set of 𝑡𝑡�� (Fig. 4). The set of 𝑡𝑡�� can be
de�ined based on a step duration. For example, if we
choose the𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 as a step, automatically each 𝑡𝑡�� that
belongs to the same month will be grouped into the
same range.

However, to show the impact of time in the vari-
ation results, we must calculate the percentage from
the start to each range, For example, to calculate the
percentage in the range l, we need to use in the calcu-
lation process all 𝑡𝑡�� of the previous ranges including
the range l as a new de�ined setmentioned as 𝑇𝑇(�)� (Fig.
4).

Fig. 4. The division of the set into ranges

4.5. Classifying product
After obtaining the positive and negative percen-

tage scores for each product feature 𝑓𝑓� on a product
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𝑝𝑝� over time (for each set of time 𝑇𝑇(�)� ) as demonstra-
ted in the above section, themain goal of this step is to
take a decision that the product 𝑝𝑝� is bad, medium or
good. To put differently, we assign the product to its
appropriate class (good, medium or bad) for each set
of time 𝑇𝑇(�)� to show its variation over time and com-
pare it with competitors (the other products of the set
P).

For this reason, the �irst step is to aggregate the
percentage scores of the features selected by a super-
visor of the system from the set of feature F using
formula 3. In the normal case, we give the same
weight to all product features (𝑤𝑤� = 1/𝑚𝑚 ) to cal-
culate this aggregation. Also, the proposed system al-
lows the supervisor to modify these weights in or-
der to give more priority to some features compa-
red to others. Then, we calculate the difference bet-
ween the positive and negative values of this aggre-
gation (𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛))

for each set of time 𝑇𝑇(�)� using formula 4 to clas-
sify the product 𝑝𝑝� (good, medium or bad). let us ex-
plain this with an example. When calculating this ag-
gregation for both positive and negative polarities. If
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) = 0.9 and𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) =

0.1, the product 𝑝𝑝� can be classi�ied in good product
class for the set of time 𝑇𝑇(�)� ).

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�
(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) =

�

�
���

𝑤𝑤� × 𝑝𝑝𝑝𝑝𝑝𝑝�
(�)
�

�� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) (3)

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)

(4)

However, a problem will arise when the values
of 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) are

close together,in this case, it is not always right to as-
sign the product to the medium product class (e.g. the
product 𝑝𝑝� was bad for the set of time 𝑇𝑇(���)� ). To put
differently, the difference between the aggregation of
the samepolarity for both sets𝑇𝑇(�)� and𝑇𝑇(���)� (formula
5) is important to classify each product that have this
problem. So, we need a system that takes into account
these parameters as input, consequently a ’bad’, ‘me-
dium’ or ’good’ product will be generated as output.

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) =

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�
(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(���)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)

(5)

In reality, we generally do not use crisp numeric
values to assign a product to its appropriate class for
the set of time 𝑇𝑇(�)� , but we use linguistic terms like
good or bad. Therefore, we convert the numeric values
which are 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�

(�)
������� , and 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�

(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)

(or 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛))to linguistic terms and

use them in this classi�ication.
The proposed process employs fuzzy logic to do

these conversions and calculate a comprehensive clas-
sifying product score for every product 𝑝𝑝� . This pro-
cess illustrated in Fig. 5 consists of several parts that
will be explained in the following subsections:

���� �� ����� �o��c �rocess �se� �or c��c������ �ro��c�
scores

����i�c���n In a fuzzy inference system, we have a
set of crisp input variables which should be proces-
sed that are 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�

(�)
������� , and 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

�(�)� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)
in our system. Corresponding to each input value, we
usually de�ine a linguistic variablewith the samename
as input variables. Each linguistic variable, that is re-
presented by a function called membership function
(denoted by 𝜇𝜇), contains a set of linguistic values cor-
responding to each input variable. The output of a
membership function is a real number in the range
[0, 1] which re�lects the level of membership of an in-
put variable to a linguistic variable. The fuzzi�ier uses
thesemembership functions to convert crisp input va-
riables to fuzzy linguistic variables. In the proposed
process, we use a trapezoidal fuzzy set that demon-
strates its effectiveness inmanyworks in the literature
like (Boltzheim et al., 2001 [7]; Daneshvar, 2011 [11]).

In our process, two variables have been
used as input which are 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�

(�)
������� , and

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) , and one output vari-

able which is classifying product that should be
calculated for each set of time 𝑇𝑇(�)� . The membership
functions for both input variables (normalized be-
tween 0 and 1) is depicted in Fig. 6 and 7, and the
membership function of classifying product as the
output function is de�ined in Fig. �.

Inference engine The main goal of the inference en-
gine is to convert fuzzy inputs to fuzzy output. This
conversion is done using a set of IF-THEN type rules
called fuzzy rules. A fuzzy rule speci�ies the condition
inwhich a set of fuzzy inputs can bemapped to an out-
put fuzzy variable. Sincewe have 2 input variables and
each of which can have 3 different values. Each combi-
nation can potentially represent a particular level of
product ranking.

In order to arrive to classifying a product, an infe-
rence engine should evaluate all fuzzy rules and then
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Fig. 6. 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� ��������i� �������

Fig. 7. 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)��������i� �������

Fig. �. �����i��i�g ������� ������ ��������i� �������

compose the results of these evaluations to de�ine out-
put zones for the output variable. An example of some
rules used in this step:

- RULE 1: IF 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� IS Low AND

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) is Decreased THEN

Product IS Bad;

- RULE 2: IF 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� IS Low AND

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) is Increased THEN

Product IS Good;

- RULE 3: IF 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� IS Low AND

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) is Low THEN Product IS

Medium;

�efu��i��a�on Based on different values of input
fuzzy variables, several fuzzy rules might be activated
in the same time and the result is a set of linguistic
output values which are included in output with dif-
ferent levels of membership. In this step, we employ
the Center-of-Gravity (CoG) method that is the most
popularmethod and is also quick and accurate in com-
putations (Leekwijck et al., 1999 [18]). The �inal value
of classifying product is calculated using this COG ap-
proach that produces a real number between 0 and 1.
The values close to 1 represent a good product based
on our designedmodel. Low values for classifying pro-
duct show that it is a bad product.

5. Experiment
This section evaluates the proposed system which

generates summaries from a data set that contains re-
views about the same type of products. The procedure
for our implementation is as follows: After crawling
reviews from the source, they must be pre-processed
by selecting only the reviews written in English, then,
the systemdetects and corrects the spelling errors. Af-
ter that, POS tagger tags all thewords in each review to
their appropriate part of speech tag in order to iden-
tify word nouns that are important to the next step.
After that, a list containing candidate features is being
built, then, potential product features will be identi-
�ied from this list using TW-TFI�F (Amarouche et al.,
2016 [4]). Lastly, in this step, a list of product features
is built which is validated by a supervisor. Next step
is, the sentiment classi�ication that contains two sub-
steps: 1) associate product features with their corre-
sponding sentiments and time when each one is ex-
pressed, 2) determinate the polarity for each senti-
ment using sentiWordNet. Finally, our system produ-
ces a summary based on the features for each product
𝑝𝑝� , then, assign each one to its corresponding class
(bad, medium or good product) over time.

5.�. �ata sets des�rip�on
The proposed system is experimented with user

reviews on two data sets. The �irst is about four cel-
lphone products that were collected from gsmarena5.
The second data set contains four hotels reviews that
were crawled from Tripadvisor6. The details of these
data sets are shown in Tab. 2 and 3.

5.2. Experiments on feature-based opinion summaries
In the literature, all proposed works ignore the

evolution of feature-based summary over time, ho-
wever, to compare our method with the others we
don’t have a direct comparison criterion. So, to show
the performance of the proposed method, we need to
show the impact of taking into account time axis when
reviews are expressed compared with the standards
methods.

Fig. 9 (a and b) shows the experimental results of
feature-based summaries using the proposed appro-
ach on the four cellphones. For each cellphone, �ive
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𝑝𝑝� over time (for each set of time 𝑇𝑇(�)� ) as demonstra-
ted in the above section, themain goal of this step is to
take a decision that the product 𝑝𝑝� is bad, medium or
good. To put differently, we assign the product to its
appropriate class (good, medium or bad) for each set
of time 𝑇𝑇(�)� to show its variation over time and com-
pare it with competitors (the other products of the set
P).

For this reason, the �irst step is to aggregate the
percentage scores of the features selected by a super-
visor of the system from the set of feature F using
formula 3. In the normal case, we give the same
weight to all product features (𝑤𝑤� = 1/𝑚𝑚 ) to cal-
culate this aggregation. Also, the proposed system al-
lows the supervisor to modify these weights in or-
der to give more priority to some features compa-
red to others. Then, we calculate the difference bet-
ween the positive and negative values of this aggre-
gation (𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛))

for each set of time 𝑇𝑇(�)� using formula 4 to clas-
sify the product 𝑝𝑝� (good, medium or bad). let us ex-
plain this with an example. When calculating this ag-
gregation for both positive and negative polarities. If
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) = 0.9 and𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) =

0.1, the product 𝑝𝑝� can be classi�ied in good product
class for the set of time 𝑇𝑇(�)� ).

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�
(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) =

�

�
���

𝑤𝑤� × 𝑝𝑝𝑝𝑝𝑝𝑝�
(�)
�

�� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) (3)

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛)

(4)

However, a problem will arise when the values
of 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) and 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(�)
��� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) are

close together,in this case, it is not always right to as-
sign the product to the medium product class (e.g. the
product 𝑝𝑝� was bad for the set of time 𝑇𝑇(���)� ). To put
differently, the difference between the aggregation of
the samepolarity for both sets𝑇𝑇(�)� and𝑇𝑇(���)� (formula
5) is important to classify each product that have this
problem. So, we need a system that takes into account
these parameters as input, consequently a ’bad’, ‘me-
dium’ or ’good’ product will be generated as output.

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) =

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�
(�)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) − 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎�

(���)
��� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)

(5)

In reality, we generally do not use crisp numeric
values to assign a product to its appropriate class for
the set of time 𝑇𝑇(�)� , but we use linguistic terms like
good or bad. Therefore, we convert the numeric values
which are 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�

(�)
������� , and 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�

(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)

(or 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛))to linguistic terms and

use them in this classi�ication.
The proposed process employs fuzzy logic to do

these conversions and calculate a comprehensive clas-
sifying product score for every product 𝑝𝑝� . This pro-
cess illustrated in Fig. 5 consists of several parts that
will be explained in the following subsections:

���� �� ����� �o��c �rocess �se� �or c��c������ �ro��c�
scores

����i�c���n In a fuzzy inference system, we have a
set of crisp input variables which should be proces-
sed that are 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�

(�)
������� , and 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

�(�)� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)
in our system. Corresponding to each input value, we
usually de�ine a linguistic variablewith the samename
as input variables. Each linguistic variable, that is re-
presented by a function called membership function
(denoted by 𝜇𝜇), contains a set of linguistic values cor-
responding to each input variable. The output of a
membership function is a real number in the range
[0, 1] which re�lects the level of membership of an in-
put variable to a linguistic variable. The fuzzi�ier uses
thesemembership functions to convert crisp input va-
riables to fuzzy linguistic variables. In the proposed
process, we use a trapezoidal fuzzy set that demon-
strates its effectiveness inmanyworks in the literature
like (Boltzheim et al., 2001 [7]; Daneshvar, 2011 [11]).

In our process, two variables have been
used as input which are 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�

(�)
������� , and

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) , and one output vari-

able which is classifying product that should be
calculated for each set of time 𝑇𝑇(�)� . The membership
functions for both input variables (normalized be-
tween 0 and 1) is depicted in Fig. 6 and 7, and the
membership function of classifying product as the
output function is de�ined in Fig. �.

Inference engine The main goal of the inference en-
gine is to convert fuzzy inputs to fuzzy output. This
conversion is done using a set of IF-THEN type rules
called fuzzy rules. A fuzzy rule speci�ies the condition
inwhich a set of fuzzy inputs can bemapped to an out-
put fuzzy variable. Sincewe have 2 input variables and
each of which can have 3 different values. Each combi-
nation can potentially represent a particular level of
product ranking.

In order to arrive to classifying a product, an infe-
rence engine should evaluate all fuzzy rules and then
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Fig. 6. 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� ��������i� �������

Fig. 7. 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)��������i� �������

Fig. �. �����i��i�g ������� ������ ��������i� �������

compose the results of these evaluations to de�ine out-
put zones for the output variable. An example of some
rules used in this step:

- RULE 1: IF 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� IS Low AND

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) is Decreased THEN

Product IS Bad;

- RULE 2: IF 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� IS Low AND

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) is Increased THEN

Product IS Good;

- RULE 3: IF 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
������� IS Low AND

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�
(�)
� ��(���)������� (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) is Low THEN Product IS

Medium;

�efu��i��a�on Based on different values of input
fuzzy variables, several fuzzy rules might be activated
in the same time and the result is a set of linguistic
output values which are included in output with dif-
ferent levels of membership. In this step, we employ
the Center-of-Gravity (CoG) method that is the most
popularmethod and is also quick and accurate in com-
putations (Leekwijck et al., 1999 [18]). The �inal value
of classifying product is calculated using this COG ap-
proach that produces a real number between 0 and 1.
The values close to 1 represent a good product based
on our designedmodel. Low values for classifying pro-
duct show that it is a bad product.

5. Experiment
This section evaluates the proposed system which

generates summaries from a data set that contains re-
views about the same type of products. The procedure
for our implementation is as follows: After crawling
reviews from the source, they must be pre-processed
by selecting only the reviews written in English, then,
the systemdetects and corrects the spelling errors. Af-
ter that, POS tagger tags all thewords in each review to
their appropriate part of speech tag in order to iden-
tify word nouns that are important to the next step.
After that, a list containing candidate features is being
built, then, potential product features will be identi-
�ied from this list using TW-TFI�F (Amarouche et al.,
2016 [4]). Lastly, in this step, a list of product features
is built which is validated by a supervisor. Next step
is, the sentiment classi�ication that contains two sub-
steps: 1) associate product features with their corre-
sponding sentiments and time when each one is ex-
pressed, 2) determinate the polarity for each senti-
ment using sentiWordNet. Finally, our system produ-
ces a summary based on the features for each product
𝑝𝑝� , then, assign each one to its corresponding class
(bad, medium or good product) over time.

5.�. �ata sets des�rip�on
The proposed system is experimented with user

reviews on two data sets. The �irst is about four cel-
lphone products that were collected from gsmarena5.
The second data set contains four hotels reviews that
were crawled from Tripadvisor6. The details of these
data sets are shown in Tab. 2 and 3.

5.2. Experiments on feature-based opinion summaries
In the literature, all proposed works ignore the

evolution of feature-based summary over time, ho-
wever, to compare our method with the others we
don’t have a direct comparison criterion. So, to show
the performance of the proposed method, we need to
show the impact of taking into account time axis when
reviews are expressed compared with the standards
methods.

Fig. 9 (a and b) shows the experimental results of
feature-based summaries using the proposed appro-
ach on the four cellphones. For each cellphone, �ive
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�able �. �ata descrip�on of cellphone re�iews

Product
(P)

Product
Descrip-
tion

Number of
reviews

Interval of
extraction

𝑝𝑝� Sony Xpe-
ria XA
Ultra

1210 17 May 2016
to 4 Jan 2017

𝑝𝑝� OnePlus 3 1681 25 Mar 2016
to 5 Jan 2017

𝑝𝑝� Samsung
Galaxy
Note7

1679 2 May 2016
to 15 Dec
2016

𝑝𝑝� Apple
iPhone 7

904 26 Apr 2016
to 5 Jan 2017

�able �. �ata descrip�on of hotel re�iews

Hotel
(H)

Location Number of
reviews

Interval of
extraction

ℎ� San Fran-
cisco,
California

324 21 Nov 2006
to 7 Jan 2009

ℎ� Barcelona,
Catalonia

244 4 Nov 2004
to 5 Jan 2009

ℎ� Hong Kong 249 5 Jun 2005 to
7 Jan 2009

ℎ� New York 263 16 Feb 2006
to 6 Jan 2009

product features are used as important �ields to des-
cribe the products (such as 𝛾𝛾 𝛾 𝛾𝛾𝛾).

The comparison between the proposed method
in Fig. 9 (a and b) shows that the results genera-
ted by the one where the chosen step is 1 week
gives the real image of product features in the re-
views compared to the other (Fig. 9 (b)) that ex-
ploits the step (1 month). To illustrate this, we take
the example of galaxy note 7 cellphone which is pro-
duced by Samsung that encounters a big problem in
the feature ’battery’. So, this problem was easy de-
tected in the proposed approach where the step cho-
sen is 1 week ( 𝑝𝑝𝑝𝑝𝑝𝑝�������(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝 and
𝑝𝑝𝑝𝑝𝑝𝑝�������(𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  𝑛𝑛𝑛𝑛), contrariwise, it
is not detected by the proposed method using the
step 1 month ( 𝑝𝑝𝑝𝑝𝑝𝑝�������(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝 and
𝑝𝑝𝑝𝑝𝑝𝑝�������(𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  ), which makes that
the choice of the step (day, week, month ..) is very im-
portant to produce an effective summary depending
on the domain.

Using the same steps of the proposed method to
generate feature-based summaries and without im-
plementing the times where reviews are expressed,
Fig. 10 shows the results obtained about the same �ive
product features. The way to generate this summary
showed in Fig. 10 is like the approaches used in se-
veral works such as (Hu and Liu, 2004 [13]), (Liu et
al., 2005 [20]) and (Abulaish et al., 2009 [2]) after its
normalization between -1 and 1 in order to compare
it with the proposed method. From Fig. 10, we can
�ind that the results generatedby the standardmethod

(a) step chosen is 1 week

(b) step chosen is 1 month

Fig. 9. Bar chart showing the proposed feature-based
summaries corresponds to the cellphone corpus

about feature ’battery’ of Samsung galaxy note 7 is still
a good feature (the positive score is 0.6408.. and nega-
tive score is 0.3591..) even if the product has experien-
ced a problem in this feature. However, the large num-
ber of positive sentiments about it which were shared
at the beginning in�luence on the results generated by
the standard approach after the detection of the pro-
blem by consumers about this feature.

To demonstrate the effectiveness of the proposed
approach todetect this problem in the feature ’battery’
of Samsung galaxy note 7, Fig. 11 shows a compari-
son of positive scores between the proposed approach
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Fig. 10. Bar chart showing the feature-based
summaries approach without integra�ng �me when
reviews are expressed, corresponds to the cellphone
corpus

and standard approach over time. By choosingweek as
a step in the weighting function of the proposed ap-
proach, we can detect the problem of feature ’battery’
effectively (after October 2016) due to this function
which gives the importance to the reviews week after
the other. On the other hand, the curve of the proposed
method such as the chosen step is 1 month is close to
the standard method which always makes the choice
of a step as an important role for the product domain
where we are operating.

Fig. 11. � comparison between the varia�on of posi�ve
score of the proposed and standard methods about
feature �ba�er�� of ��amsung galax� note �� over �me

Fig. 12 shows an example of feature-based summa-
ries about �ive features of hotels data set using the pro-
posed approach (such as step=1 month and 𝛾𝛾 𝛾 𝛾𝛾𝛾),
which shows that the proposed system is domain in-
dependent. By comparing the experimental results in
Fig. 12 and1�,we �ind that the standard summary that

does not exploit times axis produces a summary close
to reality just for features that do not experience chan-
ges in sentiments over time. On the other hand, the
other features which have experienced changes after
detecting a problem or improvement, it is dif�icult for
this type of summaries to produce one which re�lects
the real state of these features after changing the sen-
timents. However, the proposed approach generates a
summary that takes into account the change of senti-
ments about features over time if it exists.

Fig. 12. Bar chart showing the proposed feature-based
summaries corresponds to the hotel corpus

Fig. 13. Bar chart showing the feature-based
summaries approach without integra�ng �me when
reviews are expressed, corresponds to the hotel corpu

By comparing this variation of the feature ’service’
which has experienced a change over time using both
approaches, we can notice, the proposed one takes
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Product
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Product
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extraction

𝑝𝑝� Sony Xpe-
ria XA
Ultra

1210 17 May 2016
to 4 Jan 2017

𝑝𝑝� OnePlus 3 1681 25 Mar 2016
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𝑝𝑝� Samsung
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product features are used as important �ields to des-
cribe the products (such as 𝛾𝛾 𝛾 𝛾𝛾𝛾).

The comparison between the proposed method
in Fig. 9 (a and b) shows that the results genera-
ted by the one where the chosen step is 1 week
gives the real image of product features in the re-
views compared to the other (Fig. 9 (b)) that ex-
ploits the step (1 month). To illustrate this, we take
the example of galaxy note 7 cellphone which is pro-
duced by Samsung that encounters a big problem in
the feature ’battery’. So, this problem was easy de-
tected in the proposed approach where the step cho-
sen is 1 week ( 𝑝𝑝𝑝𝑝𝑝𝑝�������(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝 and
𝑝𝑝𝑝𝑝𝑝𝑝�������(𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  𝑛𝑛𝑛𝑛), contrariwise, it
is not detected by the proposed method using the
step 1 month ( 𝑝𝑝𝑝𝑝𝑝𝑝�������(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝 and
𝑝𝑝𝑝𝑝𝑝𝑝�������(𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  ), which makes that
the choice of the step (day, week, month ..) is very im-
portant to produce an effective summary depending
on the domain.

Using the same steps of the proposed method to
generate feature-based summaries and without im-
plementing the times where reviews are expressed,
Fig. 10 shows the results obtained about the same �ive
product features. The way to generate this summary
showed in Fig. 10 is like the approaches used in se-
veral works such as (Hu and Liu, 2004 [13]), (Liu et
al., 2005 [20]) and (Abulaish et al., 2009 [2]) after its
normalization between -1 and 1 in order to compare
it with the proposed method. From Fig. 10, we can
�ind that the results generatedby the standardmethod

(a) step chosen is 1 week

(b) step chosen is 1 month

Fig. 9. Bar chart showing the proposed feature-based
summaries corresponds to the cellphone corpus

about feature ’battery’ of Samsung galaxy note 7 is still
a good feature (the positive score is 0.6408.. and nega-
tive score is 0.3591..) even if the product has experien-
ced a problem in this feature. However, the large num-
ber of positive sentiments about it which were shared
at the beginning in�luence on the results generated by
the standard approach after the detection of the pro-
blem by consumers about this feature.

To demonstrate the effectiveness of the proposed
approach todetect this problem in the feature ’battery’
of Samsung galaxy note 7, Fig. 11 shows a compari-
son of positive scores between the proposed approach
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Fig. 10. Bar chart showing the feature-based
summaries approach without integra�ng �me when
reviews are expressed, corresponds to the cellphone
corpus

and standard approach over time. By choosingweek as
a step in the weighting function of the proposed ap-
proach, we can detect the problem of feature ’battery’
effectively (after October 2016) due to this function
which gives the importance to the reviews week after
the other. On the other hand, the curve of the proposed
method such as the chosen step is 1 month is close to
the standard method which always makes the choice
of a step as an important role for the product domain
where we are operating.

Fig. 11. � comparison between the varia�on of posi�ve
score of the proposed and standard methods about
feature �ba�er�� of ��amsung galax� note �� over �me

Fig. 12 shows an example of feature-based summa-
ries about �ive features of hotels data set using the pro-
posed approach (such as step=1 month and 𝛾𝛾 𝛾 𝛾𝛾𝛾),
which shows that the proposed system is domain in-
dependent. By comparing the experimental results in
Fig. 12 and1�,we �ind that the standard summary that

does not exploit times axis produces a summary close
to reality just for features that do not experience chan-
ges in sentiments over time. On the other hand, the
other features which have experienced changes after
detecting a problem or improvement, it is dif�icult for
this type of summaries to produce one which re�lects
the real state of these features after changing the sen-
timents. However, the proposed approach generates a
summary that takes into account the change of senti-
ments about features over time if it exists.

Fig. 12. Bar chart showing the proposed feature-based
summaries corresponds to the hotel corpus

Fig. 13. Bar chart showing the feature-based
summaries approach without integra�ng �me when
reviews are expressed, corresponds to the hotel corpu

By comparing this variation of the feature ’service’
which has experienced a change over time using both
approaches, we can notice, the proposed one takes
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into consideration this change to produce its positive
score ((1) an increase between June 2007 and Janu-
ary 2008 and between June 2008 and January 2009;
and (2) a decrease between January and June 2008).
Contrariwise, this change is not taken into account in
the standard approach. For the feature ’room’ that has
an output (negative or positive score) close together
using both methods as indicated in Fig. 12 and 13, we
�ind that the proposedmethoddetects a change of sen-
timents in its time interval (Fig. 14) that focuses on
an increase of positive sentiment between June 2006
and January 2008, by cons in the �irst six months of
2008 and thebeginningof the year2009, this proposed
method knows an increase of negative scores that the
standard approach do not do it. This means that, even
if the output of both methods is close, the proposed
method detects all the changes over time by exploiting
this time axis to produce feature-based summary. Ho-
wever, the sentiments expressed about the features al-
ways have an in�luence on the standard approach out-
put with the samewaywhich does not allow detecting
a change of feelings if exist.

�i�� �4� � comparison between the varia�on of posi�ve
score of the proposed and standard method about two
features ’room’ and ’service’ of hotel 4 reviews over
�me

5.3. Experiments on classifying product
Fig. 15 and 16 show the variation of classifying cel-

lphones and hotels data sets over time using the fuzzy
logic system. This variation is to know the position of
these data sets (good, medium or bad) over time. For
example, Eig 15 shows that, the position of product
’note 7’ which faces a problem in its feature ’battery’
will be positioned in the ’bad’ and ’medium’ class over
time. Basedon its variation,we can take adecision that
it is a ’bad’ product. Also, the score produced by the
system allows to compare a speci�ic product with its
competitors that is an important step in CI.

Fig. 16, shows the variation of each hotel position
over time that allows to know the performance of each
one based on several competitor attributes which are
aggregated including room, service, breakfast, bar and
location. According to the �indings of �ohammed et
al. (2014) [22], several competitor attributes are con-

sidered by hotel managers, including proximity of lo-
cation, room rate similarity, product and service offe-
rings, service quality delivery, and sales channels. For
this reason, our systemgives to the supervisor the per-
mission to modify the list of these attributes in order
to classify the hotel according to its vision of the attri-
butes that in�luence the performance of the hotel.

�i�� ��� �he varia�on of classif�in� cellphone over �me

�i�� ��� �he varia�on of classif�in� hotels over �me

6. Conclusion
In this study, we proposed a product opinion sum-

marization framework, comprising two main compo-
nents: feature-based opinion summary, and product
classi�ication. These components have an important
role to product manufacturers according to their need
like improving their product or launching a new one.
After extracting product features in a list and select
the top m from it that is validated by a supervisor, the
proposed feature-based summary approach produces
a summary based on the times where the reviews are
expressed. Existing related methods, such as (Hu and
Liu, 2004 [13]), (Liu et al., 2005 [20]) and (Abulaish
et al., 2009 [2]), generate summaries without intro-
ducing the time axis in their methods. However, the
experimental part demonstrates the robustness of the
proposed approach to take into account the change of
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sentiments about features over time if it exists. For
the product classi�ication, we employ the fuzzy logic
technique to rank each product to its appropriate class
(bad, medium or good). Then, we compare the pro-
ducts with their competitors based on this classi�ica-
tion.

For future work, the stage of selecting the compe-
ting products in the proposed system that belongs to
the same range of a particular product is performedby
a supervisor (manually). For this reason, a study will
be conducted to detect these competing products au-
tomatically. On the other hand, we have seen that our
data sets contain an important number of sentences
that have no opinions. These sentences need to be �il-
tered since they introduce noise to the proposed sy-
stem process.

Notes
1http://wsf.cdyne.com/SpellChecker/check.asmx
2http://nlp.stanford.edu/software/tagger.shtml
3http://nlp.stanford.edu/software/corenlp.shtml
4http://sentiwordnet.isti.cnr.it/
5www.gsmarena.com
6www.tripadvisor.com
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an increase of positive sentiment between June 2006
and January 2008, by cons in the �irst six months of
2008 and thebeginningof the year2009, this proposed
method knows an increase of negative scores that the
standard approach do not do it. This means that, even
if the output of both methods is close, the proposed
method detects all the changes over time by exploiting
this time axis to produce feature-based summary. Ho-
wever, the sentiments expressed about the features al-
ways have an in�luence on the standard approach out-
put with the samewaywhich does not allow detecting
a change of feelings if exist.
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it is a ’bad’ product. Also, the score produced by the
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over time that allows to know the performance of each
one based on several competitor attributes which are
aggregated including room, service, breakfast, bar and
location. According to the �indings of �ohammed et
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sidered by hotel managers, including proximity of lo-
cation, room rate similarity, product and service offe-
rings, service quality delivery, and sales channels. For
this reason, our systemgives to the supervisor the per-
mission to modify the list of these attributes in order
to classify the hotel according to its vision of the attri-
butes that in�luence the performance of the hotel.
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6. Conclusion
In this study, we proposed a product opinion sum-

marization framework, comprising two main compo-
nents: feature-based opinion summary, and product
classi�ication. These components have an important
role to product manufacturers according to their need
like improving their product or launching a new one.
After extracting product features in a list and select
the top m from it that is validated by a supervisor, the
proposed feature-based summary approach produces
a summary based on the times where the reviews are
expressed. Existing related methods, such as (Hu and
Liu, 2004 [13]), (Liu et al., 2005 [20]) and (Abulaish
et al., 2009 [2]), generate summaries without intro-
ducing the time axis in their methods. However, the
experimental part demonstrates the robustness of the
proposed approach to take into account the change of

11

Journal of Automation, Mobile Robotics & Intelligent Systems VOLUME 12, N° 4 2018

sentiments about features over time if it exists. For
the product classi�ication, we employ the fuzzy logic
technique to rank each product to its appropriate class
(bad, medium or good). Then, we compare the pro-
ducts with their competitors based on this classi�ica-
tion.

For future work, the stage of selecting the compe-
ting products in the proposed system that belongs to
the same range of a particular product is performedby
a supervisor (manually). For this reason, a study will
be conducted to detect these competing products au-
tomatically. On the other hand, we have seen that our
data sets contain an important number of sentences
that have no opinions. These sentences need to be �il-
tered since they introduce noise to the proposed sy-
stem process.
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