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Abstract. The problem of performing software tests using Testing-as-a-Service cloud environment is considered and formulated as an–online cluster scheduling on parallel machines with total flowtime criterion. A mathematical model is proposed. Several properties of the problem, including solution feasibility and connection to the classic scheduling on parallel machines are discussed. A family of algorithms based on a new priority rule called the Smallest Remaining Load (SRL) is proposed. We prove that algorithms from that family are not competitive relative to each other. Computer experiment using real-life data indicated that the SRL algorithm using the longest job sub-strategy is the best in performance. This algorithm is then compared with the Simulated Annealing metaheuristic. Results indicate that the metaheuristic rarely outperforms the SRL algorithm, obtaining worse results most of the time, which is counter-intuitive for a metaheuristic. Finally, we test the accuracy of prediction of processing times of jobs. The results indicate high (91.4%) accuracy for predicting processing times of test cases and even higher (98.7%) for prediction of remaining load of test suites. Results also show that schedules obtained through prediction are stable (coefficient of variation is 0.2–3.7%) and do not affect most of the algorithms (around 1% difference in flowtime), proving the considered problem is semi-clairvoyant. For the Largest Remaining Load rule, the predicted values tend to perform better than the actual values. The use of predicted values affects the SRL algorithm the most (up to 15% flowtime increase), but it still outperforms other algorithms.
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Notation

Below is the summary of notation used throughout the paper:

- \( n, m \) – number of jobs, number of machines
- \( q \) – number of families of jobs
- \( J, M \) – the set of jobs, the set of machines
- \( B \) – the set of families of jobs
- \( B^\pi \) – the \( \pi \)-th family of jobs
- \( r_j \) – ready (arrival) time of job \( j \)
- \( b_j \) – the family to which job \( j \) belongs
- \( t_j \) – type of job \( j \)
- \( z_j \) – file transfer time for job \( j \)
- \( s_{jk} \) – setup time from job \( j \) to job \( k \)
- \( S, C \) – vector of jobs starting and completion times
- \( A \) – the vector of job-to-machine assignments
- \( (S, A) \) – solution (schedule)
- \( \pi \) – vector of jobs to be processed on machine \( i \)
- \( \pi_i(j) \) – the \( j \)-th job to be processed on machine \( i \)
- \( F(\pi), F(S, A) \) – flowtime of job \( j \) in processing order \( \pi \) or schedule \((S, A)\)
- \( F^u(\pi), F^u(S, A) \) – flowtime of family of jobs \( u \) in processing order \( \pi \) or schedule \((S, A)\)
- \( \hat{\nu}_j \) – predicted value of \( p_j \)
- \( H_t, H_t(x) \) – vector of processing times of past executions of jobs with type \( t \) and \( x \)-th most recent execution time in \( H_t \)

1. Introduction

The process of software testing is an essential stage in software development process, consuming around 50 to 60% of the total software development costs [1]. Due to the rapid growth of the IT industry and the size of software, the testing process is becoming more complex. At the same time, cloud computing is becoming a rapidly growing paradigm in many areas, including scheduling [2]. As a result, in recent years cloud environments have been employed to facilitate the process of large-scale soft-
istic of such a system is the time that passes from when the test suites were ordered for testing to when all test cases of that test suite were completed. This value is called “response time” or flowtime. From a practical point of view, it is thus important to schedule the execution of all test cases on available computers to optimize the flowtime of all test suites. This allows the users to get their response earlier and, in turn, increase productivity.

The idea of a TaaS can be traced back to a paper by Yu et al. [3] where a TaaS framework was proposed. Since then several papers concerning such systems have been published. For example, a paper by Yu et al. [4] described the architecture of a TaaS system and its complexity. The paper discussed practical issues concerning setting and managing a TaaS and proposed methods of clustering tasks and simple priority-based algorithms to optimize user waiting time. A paper by Sathe and Kulkarni [5] discussed cost-effectiveness and importance of TaaS systems. A paper by Lampe and Rudy analyzed a real-life TaaS system to construct probabilistic models of its workload with good accuracy [6]. Finally, Lee et al. considered a TaaSlike system for load and cross-browser testing for website development. The authors proposed a system for delivering heterogeneous web testing tools [7]. The results indicate that the system reduces the effort required for testing compared to conventional methods.

Further information about challenges and applications of TaaS systems can be found in [8].

The problem of optimizing testing schedule for TaaS and similar systems was also a topic of several papers. Binder proposed an approach to optimizing the order of test cases inside a test suite through integer programming [9]. Some authors considered multi-objective approach to scheduling software tests as well, considering criteria like average response time, machine utility and test coverage [10, 11]. A paper by Lampe proposed a fuzzy approach, modeling test cases processing times with fuzzy numbers [12]. Alie et al. proposed a TaaS system for mobile applications, resulting in reduced testing time and improved resource utilization [13].

Optimization of software testing schedule can be viewed as a specific case of online scheduling for various computing systems like clouds, clusters and grids. A large number of papers on this topic have been published over the last several years. Gog et al. [14] formalized the problem as a min-cost maxflow optimization over a graph. The results using Google trace data showed a considerable improvement in placement latency and response time. A paper by Rasley et al. [15] discussed advantages and disadvantages of both distributed and centralized schedulers. Delgado et al. proposed Hawk scheduler, using both centralized and distributed scheduler for long and short jobs, respectively [16]. Ousterhout et al. considered a system with millions of very short jobs and obtained near-optimal schedules. Lastly, Lee et al. [17] presented a survey on the online problem of minimizing makespan with machines eligibility.

One of the practical issues in online scheduling is the estimation of job processing times which are usually unknown. Delgado et al. [18] proposed a hybrid scheduler that was tested under Google trace dataset and showed high resistance to mis-estimation of task duration. A number of papers [15, 19] analyze publicly available trace datasets from Google or Microsoft and conclude there is a lot of repetitiveness of tasks (over 60% of tasks are recurring). Moreover, a simple analysis of data of a real-life TaaS system revealed that on average tasks were repeated hundreds of times [10]. This indicates that estimation of processing times is possible for TaaS systems.

A number of papers deal specifically with algorithms for online scheduling. One of the most effective algorithms for minimizing total flowtime of jobs is the Shortest Remaining Processing Time (SRPT) algorithm, for which strong bounds were proven [20]. The SRPT algorithm was thus used in several papers [6, 15, 18]. Research of lower and upper bounds and competitive ratio is common with online algorithms. For example, Dósa et al. showed tight lower bounds for twomachine semi-online problem with machine speeds [21]. While fast and simple rule-based algorithms are common, several approaches to online scheduling using metaheuristic methods appeared as well. Jordač et al. combined genetic algorithms with lookup services to provide a fault-tolerant, scalable and efficient solution for optimizing task assignment for a decentralized grid scheduling [22]. Similarly, Xhafa et al. employed cellular memetic algorithms to schedule jobs for a grid system [23]. The results obtained using known benchmarks showed very high quality. In general, metaheuristics are often viewed as viable methods for many optimization problems ranging from various assignment and distribution problems (see for example paper on rich portfolio optimization by Kizys et al. [24]) to job shop scheduling (see for example paper on its multi-criteria by Rudy and Čelazny [25]). Thus, intuition suggests this approach should be also viable for the problem considered in this paper. More information on the use of metaheuristics for scheduling in cloud computing and similar systems can be found in [26].

In this paper our purpose is to model the problem of reducing the response time of the software testing process as a certain online scheduling problem with the total flowtime goal function. The problem is online because the scheduling algorithm becomes aware of a test suite only when it arrives. Moreover, the time it takes to execute a given test case is not known for certain. However, a single test case is usually executed many times throughout the development process. Even though the content of the test case or the tested code may change between executions, as one of our contributions, we will show that this still allows us to predict the execution time of test cases with high accuracy.

From the above literature overview we conclude that while there exist several approaches to TaaS-like systems, they often focus on practical implementations, taking into account too many factors, making our understanding of the core problem (scheduling of test cases and test suites) largely incomplete. Furthermore, there exist many general theoretical approaches (including lower and upper bounds) to online scheduling for cluster and distribute systems, but we feel those approaches, while sometimes applicable, are too general and cannot take full advantage of the specificity of the considered problem.

Our purpose is to focus on the single aspect of the problem: scheduling. This will allow us to use the theory of scheduling to formulate properties for the problem and some algorithms, increasing our understanding of the problem. Finally, we realize the problem is case-specific, as each software project is differ-
ent and may require different parameters or processing times prediction strategies. Thus, we base our approach on a real-life TaaS system and use real-life data about test suites and test cases encountered during operation of that system. Therefore, our approach is partially a case study, though we also feel that it could be applied to similar TaaS systems or even more general discrete optimization problems (more on that in Section 8.)

The remainder of this paper is organized as follows. Section 2 contains problem formulation. Sections 3 and 4 discuss properties of the problem and several online algorithms, respectively. Section 5 contains online algorithms comparison based on data from a real-life TaaS system. Section 6 discusses metaheuristic optimization approach, including a computer experiment. In Section 7 we show the results of predicting processing times of test cases and test suites. Section 8 contains discussion of several aspects and application of our approach and results. Finally, Section 9 contains the conclusions.

2. Problem formulation

In this section we formulate the optimization problem under consideration. All values are integers unless otherwise stated.

Let $J = \{1, 2, \ldots, n\}$ be a set of $n$ jobs. Each job $j$ has ready (arrival) time, processing time and type denoted $r_j$, $p_j$ and $t_j$, respectively. The set $J$ is partitioned into $q$ sets $J^1, J^2, \ldots, J^q$, called families of jobs, with $J^u$ denoting the $u$-th family of jobs. For each job $j$ let $b_j$ denote to which family job $j$ belongs:

$$\forall j \in J : \ b_j = u \iff j \in J^u. \quad (1)$$

Next, let $M = \{1, 2, \ldots, m\}$ be a set of $m$ identical (parallel) machines, meaning that any machine can process any job. By $s_{jk}$ we will denote the setup time a machine has to undergo before processing job $k$ if the last job processed on that machine was job $j$. Also, let $s_{0k}$ denote a special situation, when no job was processed on the given machine prior to the processing of job $k$. The setup time $s_{jk}$ is defined as follows:

$$s_{jk} = \begin{cases} 
z_k & \text{if } j = 0 \lor b_j \neq b_k, \\
0 & \text{otherwise},
\end{cases} \quad (2)$$

where $z_j$ is a job-specific value called file transfer time.

Finally, we assume that jobs belonging to the same family of jobs have the same type and file transfer size:

$$\forall j, k \in J : \ b_j = b_k \implies t_j = t_k, \quad (3)$$

$$\forall j, k \in J : \ b_j = b_k \implies z_j = z_k. \quad (4)$$

Let us consider how the introduced elements match the concepts in a real-life software testing system. Families of jobs are meant to represent test suites. Jobs, in turn, are representing executions of test cases. The type of job is meant to identify the particular test case. If two jobs have the same type then they are different executions of the same test case. This represents a situation when the same test case is executed more than once (common in software testing). Also, two jobs of the same type might have different processing times, representing a situation when the test case was modified between executions. The set of machines represents the computers on which the test cases are executed. Finally, setup times represent the time needed to transfer the files necessary for a given test case to the target machine. However, all test cases in a given test suite need the same setup, thus $s_{jk} = z_k$. To sum it up, in general the setup time depends on both $j$ and $k$, but if those jobs are from the same family of jobs, then setup time depends only on $k$.

The task is to assign to each job its starting time and machine on which it should be processed to minimize a certain goal function. Let $S = \{S_1, S_2, \ldots, S_n\}$ and $A = \{A_1, A_2, \ldots, A_n\}$ be vectors of job starting times and job-to-machine assignments, respectively. Thus, job $j$ will be processed on machine $A_j$ starting at time $S_j$. The pair $(S, A)$ will be called a schedule. For convenience we can also define vector of job completion times $C = (C_1, C_2, \ldots, C_n)$. Below we present an example instance and schedule for the considered problem.

Example 1. Let us consider a problem instance with 7 jobs $J = \{1, 2, 3, 4, 5, 6, 7\}$, 4 machines $M = \{1, 2, 3, 4\}$ and 3 families $J^1 = \{1, 2\}$, $J^2 = \{3, 4, 5\}$, $J^3 = \{6, 7\}$. The ready times of jobs are: $r_1 = r_2 = 0$, $r_3 = r_4 = r_5 = 3$, $r_6 = r_7 = 9$. The processing times of jobs are $p_1 = p_6 = p_7 = 2$, $p_2 = p_3 = 6$, $p_4 = 7$, $p_5 = 8$. For simplicity let us ignore setup times and job types. For this instance a possible schedule $(S, A)$ could be:

$$S = (0, 0, 4, 4, 4, 9, 10), \quad (5)$$

$$A = (1, 2, 1, 3, 4, 2, 1). \quad (6)$$

The schedule for this instance is presented in Fig. 1 with different colors denoting jobs from different families of jobs.

![Fig. 1. Example schedule with 7 jobs, 4 machines and 3 families of jobs](image-url)
We want to consider only feasible schedules. To this end, let \( \pi = (\pi_1, \pi_2, \ldots, \pi_m) \) be a vector, where \( \pi_i \) is the (possibly empty) vector of jobs to be processed on machine \( i \). The jobs in \( \pi_i \) will be processed in the order they appear in the vector, i.e. \( \pi_i(j) \) is the \( j \)-th job to be processed on the \( i \)-th machine. Vector \( \pi \) must meet the following conditions:

\[
\begin{align*}
\pi_i(j) &\in \mathcal{J}, \\
i \neq j \vee j \neq k &\implies \pi_i(j) \neq \pi_i(k), \\
\sum_{i=1}^m |\pi_i| &= n.
\end{align*}
\]

This ensures that \( \pi \) contains only jobs and each job appears exactly once. Also, note that vectors \( \pi_i \) can have different lengths, thus \( \pi \) is not a matrix. \( \pi \) will be called a processing order and will serve as the decision variable.

The schedule \( (S, A) \) can be derived from the processing order \( \pi \) using the equations below:

\[
\begin{align*}
S_{\pi_i(j)} &= \max\{r_{\pi_i(j)}, C_{\pi_i(j-1)}\} + s_{\pi_i(j-1)\pi_i(j)}, & j = 1, 2, \ldots, |\pi_i|, & i \in \mathcal{M}, \\
C_{\pi_i(j)} &= S_{\pi_i(j)} + p_{\pi_i(j)}, & j = 1, 2, \ldots, |\pi_i|, & i \in \mathcal{M}, \\
A_{\pi_i(j)} &= i, & j = 1, 2, \ldots, |\pi_i|, & i \in \mathcal{M},
\end{align*}
\]

with additional starting conditions \( \pi_i(0) = 0 \) and \( C_0 = 0 \).

A possible processing order for schedule from Example 1 would be \( \pi = (\pi_1, \pi_2, \pi_3, \pi_4) \), where \( \pi_1 = (1, 3, 7) \), \( \pi_2 = (2, 6) \), \( \pi_3 = (4) \) and \( \pi_4 = (5) \). Further in the paper we will provide a proof that each \( \pi \) represents a single feasible schedule \( (S, A) \).

Let us now define the goal function to optimize. By \( F_j(\pi) \) we denote the flowtime of job \( j \) according to some processing order \( \pi \). \( F_j(\pi) \) is defined as the difference between the completion and ready time of \( j \):

\[
F_j(\pi) = C_j - r_j.
\]

Similarly, we can define \( F_j(S, A) = F_j(\pi) \) if processing order \( \pi \) represents schedule \( (S, A) \).

Next, by \( F^u(\pi) \) we denote flowtime of family of jobs \( \mathcal{B}^u \), which is the maximum of flowtimes of jobs belonging to \( \mathcal{B}^u \):

\[
F^u(\pi) = \max_{j \in \mathcal{B}^u} F_j(\pi).
\]

Similarly, we can define \( F^u(S, A) = F^u(\pi) \).

Finally, let \( \Sigma F(\pi) \) be a total flowtime according to \( \pi \) and defined as the sum of flowtimes over all families of jobs:

\[
\Sigma F(\pi) = \sum_{u=1}^{q} F^u(\pi).
\]

As before, \( \Sigma F(\pi) = \Sigma F(S, A) \) if \( \pi \) represents \( (S, A) \).

The goal is to find such processing order \( \pi^* \) as to minimize the total flowtime:

\[
\Sigma F(\pi^*) = \min_{\pi} \Sigma F(\pi).
\]

Once again, \( \Sigma F(S^*, A^*) = \Sigma F(\pi^*) \). The processing order \( \pi^* \) (schedule \( (S^*, A^*) \)) is called the optimal processing order (optimal schedule). In our Example 1 the total flowtime \( \Sigma F(\pi) = F^1(\pi) + F^2(\pi) + F^3(\pi) = 6 + 8 + 3 = 17 \). This is, in fact, the optimal schedule for this instance.

The above problem will be called cluster scheduling problem on parallel machines with ready times and setup times constraint and total flowtime goal function. We will denote this problem by \( C_m[r_j, s_{jk}](\Sigma F) \) in the Graham’s notation \( (m \) can be omitted if it is obvious). “Cluster” here means that jobs are grouped into clusters (families). Unlike operations in problems like the job shop problem, any job can be processed on any machine, there are no precedence constraints and many jobs of the same family can be processed at the same time (on different machines). Thus, it is not a typical multi-stage scheduling or scheduling on identical parallel machines.

Finally, we will add two additional constraints, reflecting the issues encountered in practice. First, the information about each job \( j \) is unavailable to solving algorithms until time \( r_j \), making this problem online. Second, job processing times \( p_j \) are uncertain. Further in the paper we will show that values \( p_j \) can be predicted with high accuracy and little effect on the resulting total flowtime, making this problem semi-clairvoyant. The problem with those additional constraints will be denoted by \( C_m[online-time-sclv, r_j, s_{jk}](\Sigma F) \).

### 3. Problem properties

In this section we will formulate several properties for the considered problem (or its variants). This will include properties concerning processing orders \( \pi \) and schedules \( (S, A) \) they represent. For now we assume that the processing times of jobs are known (i.e. the cluster scheduling problem is clairvoyant).

We start by defining another class of schedules. A feasible schedule \( (S, A) \) is called semi-active if there does not exist another feasible schedule \( (S', A') \) satisfying the conditions below:

1. Jobs in \( (S', A') \) are processed on the same machines as in \( (S, A) \), i.e \( A' = A \).
2. Jobs assigned to machine \( i \) in schedule \( (S', A') \) are processed in the same order as in schedule \( (S, A) \).
3. No job in \( (S', A') \) is processed later than the corresponding job in \( (S, A) \), i.e. \( \forall j \in \mathcal{J} : S_j' \leq S_j \).
4. At least one job in \( (S', A') \) is processed earlier than the corresponding job in \( (S, A) \), i.e. \( \exists j \in \mathcal{J} : S_j' < S_j \).

We will now show that all non-semi-actives schedules can be ignored when solving the considered problem.

**Property 1.** If \( (S, A) \) is a feasible schedule that is not semi-active, then there exists a semi-active schedule \( (S', A') \) such that:

\[
\Sigma F(S', A') \leq \Sigma F(S, A).
\]

**Proof.** Since \( (S, A) \) is feasible, but not semi-active, then we can construct another feasible schedule \( (\hat{S}, \hat{A}) \) with the same job-to-machine assignments and the same job orders on each machine, such that:

\[
\forall j \in \mathcal{J} : \hat{S}_j \leq S_j.
\]
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\[ \exists j \in \mathcal{J} : \hat{S}_j < S_j, \]  
(19)

From this it follows that:

\[ \forall j \in \mathcal{J} : \hat{C}_j \leq C_j, \]  
(20)

\[ \exists j \in \mathcal{J} : \hat{C}_j < C_j. \]  
(21)

Job flowtime depends only on its completion time and ready time. However, since ready times are the same for both \((\hat{S}, \hat{A})\) and \((S, A)\) then:

\[ \forall j \in \mathcal{J} : F_j(\hat{S}, \hat{A}) \leq F_j(S, A), \]  
(22)

similarly, we have:

\[ \forall u \in \mathcal{D} : F^u(\hat{S}, \hat{A}) \leq F^u(S, A), \]  
(23)

and consequently:

\[ \Sigma F(\hat{S}, \hat{A}) \leq \Sigma F(S, A). \]  
(24)

Now, if schedule \((\hat{S}, \hat{A})\) is semi-active then \((\hat{S}, \hat{A}) = (S', A')\) and the proof ends. If \((\hat{S}, \hat{A})\) is not semi-active, then the above steps can be repeated. Each time we can construct a new schedule from the current not semi-active one, such that the completion time of at least one job decreases, while not increasing for any job. As a result, the total flowtime does not increase. However, due to job starting times, job ready times and the number of jobs being all integers, this process will eventually stop and we will arrive at a feasible schedule that is semi-active, which is the sought schedule \((S', A')\). □

This property leads to the following immediate conclusion:

**Corollary 1.** If \((S, A)\) is a feasible schedule that is not semi-active, then \((S, A)\) is not optimal.

This also means that if \((S, A)\) is optimal, then it is semi-active.

Thus we do not want to consider schedules that are not semi-active. Now we will show that schedule represented by any processing order \(\pi\) is semi-active.

**Property 2.** If \(\pi\) is a processing order and \((S, A)\) is a schedule that \(\pi\) represents, then \((S, A)\) is semi-active.

**Proof.** First, let us show that \((S, A)\) is feasible. For this \((S, A)\) has to meet the 5 conditions mentioned in Section 2 for all jobs in \(\mathcal{J}\). Let us recall that \(\pi\) contains each job from \(\mathcal{J}\) exactly once. We also know that \((S, A)\) can be derived from \(\pi\) using Eqs. (10)–(11). We will now show that those equations guarantee that the 5 mentioned feasibility conditions are met.

Eq. (10) ensures that \(S_{\pi(j)} \geq r_{\pi(j)}\) and thus no job is processed before its ready time. Moreover, it guarantees that \(S_{\pi(j)} \geq S_{\pi(j-1)}\) and thus all jobs from \(\pi\) will be processed in order of their appearance in \(\pi\) without overlapping with each other. This equation also ensures that setup time is performed before each job. Eq. (11) guarantees that \(C_{\pi(j)} = S_{\pi(j)} + p_{\pi(j)}\) and thus each job will be processed for the exact required time \(p_{\pi(j)}\) without interruption. Finally, Eq. (12) ensures that each job is assigned to some machine and processed on that machine only. Since the above applies to every job in \(\mathcal{J}\), the schedule \((S, A)\) is feasible.

Now, let us assume \((S, A)\) is feasible but not semi-active. That would mean we can create a new feasible schedule \((S', A')\) from \((S, A)\) by shifting some job \(j\) to start earlier without: (1) changing job-to-machine assignments, (2) changing processing order on any machine and (3) shifting any other job to start later. Job starting times in \((S, A)\) are determined by Eq. (10). Thus, shifting \(j\) to earlier time on the machine without changing the job order on that machine would mean one or more of the following:

1. Setup time before \(j\) was not performed fully.
2. \(j\) started before its ready time.
3. \(j\) started before the previous job on the same machine completed.
4. The job \(k\) which is processed on the same machine, but before \(j\) was shifted left by at least the same amount as the shift of job \(j\).

The first 3 options would make the new schedule \((S', A')\) infeasible. The last option would mean we would have to apply the same reasoning to job \(k\) as well, going back to the starting point. Eventually, one of the jobs we have shifted that way would fall under one of the first 3 options, making \((S', A')\) infeasible. Thus, we cannot make job \(j\) start earlier on the same machine without changing the job order on that machine. The only options are to move job \(j\) to another machine or shift some of the other jobs to a later time. Thus, \((S', A')\) either does not hold at least one of the conditions we assumed or is infeasible, leading to contradiction in both cases. Thus, schedule \((S, A)\) has to be semi-active. □

Thus, any processing order \(\pi\) will only ever generate schedules that are not only feasible, but also semi-active. We will now show that similar “converse” property is also true.

**Property 3.** If \((S, A)\) is a semi-active schedule then there is exactly one processing order \(\pi\) that represents \((S, A)\).

**Proof.** We know \((S, A)\) is feasible, so jobs on each machine are processed in certain order and each job is assigned to exactly one machine. From that it is trivial to construct candidate processing order \(\pi\) that can represent \((S, A)\). We need to prove that no other processing order \(\pi'\) can represent \((S, A)\) and that \(\pi\) does not represent any other semi-active schedule \((S', A')\).

The former case is trivial. Indeed, if \(\pi' \neq \pi\) then either some pair of jobs on some machine is processed in a different order (making at least one jobs starting time not match what \(S\) requires) or some job is performed on a different machine than assignments \(A\) require. Thus, \(\pi' \neq \pi\) does not represent \((S, A)\).

The latter case is more complex. If \((S', A') \neq (S, A)\) then either \(A' \neq A\) or \(S' \neq S\). In the first case some job is performed on different machine in \((S', A')\) than in \((S, A)\), so \(\pi\) cannot represent \((S', A')\). In the second case some job \(j\) is started at different time in \((S', A')\) than in \((S, A)\), but \(j\) is still processed on the same machine in both schedules. If this is done by changing the order of jobs on the considered machines in \((S', A')\) compared to \((S, A)\) then \(\pi\) cannot represent \((S', A')\). Thus, if \((S', A')\) is represented by \(\pi\) then the shift of the job \(j\) has to happen without changing the job order on its machine.
Thus, two more possibilities remain. If \( j \) started in \((S', A')\) earlier than in \((S, A)\) then \((S, A)\) would not be semi-active or \((S', A')\) would not be feasible and, thus, semi-active (either leading to contradiction). Lastly, if \( j \) started in \((S', A')\) later than in \((S, A)\) then the same result would happen with \((S', A')\) and \((S, A)\) swapping roles. Thus, \( \pi \) cannot represent \((S', A') \neq (S, A)\). 

The above results justify the use of processing orders instead of dealing with schedules directly, as processing orders generate only feasible and semi-active solutions. Moreover, every semi-active schedule can be considered this way and there is no redundancy, i.e. function from the set of all processing orders into all semi-active schedules is a bijection.

Let us now consider the relation between the cluster scheduling problem on parallel machines and the classic scheduling problem on parallel machines. Let \( C_k | r_j, s_{jk} | \Sigma F \) be a \( C_m | r_j, s_{jk} | \Sigma F \) problem with an additional constraint that the number of jobs in a family of jobs is bound by \( k \):

\[
\forall u \in \mathcal{B}^m \colon |\mathcal{B}^m| \leq k.
\]

(25)

Similarly, we define \( C_k^m | \text{online-time-sclv}, r_j, s_{jk} | \Sigma F \). Then the following property holds:

**Property 4.** Problem \( C_m | r_j, s_{jk} | \Sigma F \) is a generalization of problem \( P_m | r_j, s_{jk} | \Sigma F \).

**Proof.** We will start by showing that problems \( P_m | r_j, s_{jk} | \Sigma F \) and \( C_k^m | r_j, s_{jk} | \Sigma F \) (or \( P \) and \( C^1 \)) are equivalent. We will do this by showing that any instance of the first problem can be transformed to an instance of the second and that those two problems have the same sets of possible schedules.

The set of machines is identical in both problems. For every job \( j \) in \( P \) we create a family of jobs \( \mathcal{B}^m \) in \( C^1 \), such that \( \mathcal{B}^m \) has a single job. Thus, job \( j \) in \( P \) corresponds to job \( j \) in \( C^1 \). We then set the processing and ready times of the corresponding jobs to be the same in both problems. Next step, the setup times, is similar: for \( P \) we define setup time between jobs \( j \) and \( k \) as \( s_{jk} \), which is the setup time between corresponding jobs in \( C^1 \). Thus, we can transform any instance of problem \( P \) into an instance of problem \( C^1 \).

Next, for problem \( P \) we define values \( S_j, A_j \) and \( C_j \) to match those values in problem \( C^1 \) for corresponding jobs. Thus, we have constructed schedule \((S, A)\) for \( P \). It is easy to see that every schedule feasible for problem \( P \) is also feasible for corresponding problem \( C^1 \).

The last step is equivalence of the goal functions for both problems. For problem \( P \) the total flowtime is defined as:

\[
\Sigma F(S, A) = \sum_{j \in J} C_j - r_j.
\]

(26)

For the problem \( C^1 \) the total flowtime is:

\[
\Sigma F(S, A) = \sum_{w=1}^{q} F^w(S, A) = \max_{j \in \mathcal{B}^m} (C_j - r_j).
\]

(27)

However, since every family of jobs in \( C^1 \) has only one job this is simplified to:

\[
\Sigma F(S, A) = \sum_{j \in J} C_j - r_j.
\]

(28)

Thus, the values of \( f(S, A) \) are the same for both problems. This proves the problems \( P \) and \( C^1 \) are equivalent.

Finally, we notice that every instance of problem \( C_k^m | r_j, s_{jk} | \Sigma F \) is also an instance for problem \( C_m | r_j, s_{jk} | \Sigma F \), hence the latter is generalization of the former. This, with the equivalence of \( C_m | r_j, s_{jk} | \Sigma F \) and \( P_m | r_j, s_{jk} | \Sigma F \) means that problem \( C_m | r_j, s_{jk} | \Sigma F \) is a generalization of problem \( P_m | r_j, s_{jk} | \Sigma F \).

Similar properties hold with the online and semi-clairvoyant versions of the problem.

**Property 5.** Problem \( C_m | \text{online-time-sclv}, r_j, s_{jk} | \Sigma F \) is a generalization of problem \( P_m | \text{online-time-sclv}, r_j, s_{jk} | \Sigma F \).

**Proof.** The proof is similar to the proof of Property 4.

The consequences of the above properties will be useful in the next section.

### 4. Algorithm properties

In this section we will discuss a family of online algorithms for the cluster scheduling problem or some of its variants.

One of the most-well known algorithms for the classic problem of scheduling on parallel machines is the Shortest Remaining Processing Time algorithm or SRPT. If there are uncompleted jobs, the algorithm schedules them on idle machines starting with the job with the least processing time remaining. For the preemptive version of the problem, i.e. \( P_m | \text{online-time, pmmt}, r_j | \Sigma F \), the SRPT algorithm is an \( O \left( \log \left( \min \left\{ \frac{n}{m}, P \right\} \right) \right) \)-approximation algorithm, where \( P = \max_{j \in I} p_j \) [20]. SRPT is also the best, up to a constant factor, online algorithm for this problem. For the non-preemptive case, i.e. \( P_m | \text{online-time}, r_j | \Sigma F \), the SRPT is an \( O \left( \sqrt{\frac{n}{m} \log \left( \min \left\{ \frac{n}{m}, P \right\} \right)} \right) \)-approximation algorithm.

We will now propose a new rule-based online algorithm, serving as the SRPT counterpart for the considered cluster scheduling problem. For this we first define the remaining load of family of jobs \( \mathcal{B}^m \) as the sum of processing times of all unstarted jobs in \( \mathcal{B}^m \). Now, we define the Smallest Remaining Load (or SRL) algorithm as follows.

Whenever a machine \( i \) becomes idle (including at time 0) we determine the set of all families of jobs that have at least one unstarted job. If the set is not empty, then we choose from it the family of jobs with the smallest remaining load. From that family of jobs we choose an arbitrary job and schedule it on machine \( i \). The following property holds.

**Property 6.** The lower bound on the competitive ratio of the SRL algorithm for the problem \( C_m | \text{online-time}, r_j | \Sigma F \) is \( O \left( \sqrt{\frac{n}{m} \log \left( \min \left\{ \frac{n}{m}, P \right\} \right)} \right) \).
Proof. Let us consider the $C^m_{\text{online-time}}, r_j/\Sigma F$ problem. We know this problem is equivalent to the $P_m_{\text{online-time}}, r_j/\Sigma F$ problem. It is also easy to see that the SRL algorithm for $C^m_{\text{online-time}}, r_j/\Sigma F$ behaves exactly like the SRPT algorithm behaves for the $P_m_{\text{online-time}}, r_j/\Sigma F$ problem. Thus, the lower bound for the SRL algorithm for the $C^m_{\text{online-time}}, r_j/\Sigma F$ is $O\left(\sqrt{m} \log \left(\min \left\{ \frac{m}{P}, r_j \right\} \right)\right)$.

Moreover, it is well-known that if an online problem $\pi_G$ is a generalization of an online problem $\pi$ then the competitive ratio of $\pi_G$ is at least as large as that of problem $\pi$. Thus, the competitive ratio of the SRL algorithm for the $C^m_{\text{online-time}}, r_j/\Sigma F$ problem will be at least as large as it is for the $C^m_{\text{online-time}}, r_j/\Sigma F$ problem.

We also can extend this property to the variant of the problem with setup times:

Corollary 2. The lower bound on the competitive ratio of the SRL algorithm for the problem $C^m_{\text{online-time}, r_j, s_{jk}}/\Sigma F$ is $O\left(\sqrt{m} \log \left(\min \left\{ \frac{m}{P}, r_j \right\} \right)\right)$.

Proof. This follows because every instance of problem $C^m_{\text{online-time}, r_j, s_{jk}}/\Sigma F$ is an instance of problem $C^m_{\text{online-time}, r_j, s_{jk}}/\Sigma F$ with $s_{jk} = 0$.

The SRL algorithm always schedules an unstarted job from the incomplete family of jobs $u$ with the Smallest Remaining Load. However, $u$ usually has more than one unstarted job. Thus, the SRL algorithm for the $C^m_{\text{online-time}, r_j, s_{jk}}/\Sigma F$ is, in fact, a two-level algorithm. On the upper level we choose the family of jobs $u$. On the lower level we choose an unstarted job from that family. In essence, one can construct multiple versions of the SRL algorithm. Let $SRL_w$ denote the version of the SRL algorithm that chooses an unstarted job according to some strategy $w$. We will now show that many of such $SRL_w$ algorithms are not competitive against each other. For that we will need to define a class of algorithms under consideration.

Definition 1. The pair ($SRL_w$, $SRL_v$) of two algorithms for the $C^m_{\text{online-time}, r_j, s_{jk}}/\Sigma F$ problem is called divergent if and only if there exist instances $I_w$ and $I_v$ such that:
1. $I_w$ has one family of jobs with two jobs with ready times 0 and processing times $A_1$ and $A_2$.
2. $I_v$ has one family of jobs with two jobs with ready times 0 and processing times $B_1$ and $B_2$.
3. $A_1 > 1$ and $B_1 > 1$.
4. $A_2 > A_1$ and $B_2 > B_1$.
5. $A_2 - A_1$ and $B_1$ are arbitrary large.
6. When run on instance $I_w$ ($I_v$) the $SRL_w$ ($SRL_v$) algorithm will schedule the job with processing time $A_1$ ($B_1$) first, while $SRL_w$ will schedule job with processing time $A_2$ ($B_2$) first.

One example of two $SRL_w$ algorithms that are divergent is the one which schedules shortest remaining job first (SRL$_{\text{SRPT}}$) and the one which schedules longest remaining job first (SRL$_{\text{LRT}}$) when $A_1 = 2$, $A_2 = c$, $B_1 = c$, $B_2 = c + 1$, where $c$ is some arbitrary large integer.

Now we can formulate the following theorem for the relative competitiveness of divergent algorithms.

Theorem 1. Let $(SRL_1, SRL_2)$ be a pair of divergent algorithms for the $C^m_{\text{online-time}, r_j, s_{jk}}/\Sigma F$ problem. Let $SRL_1(I)$ and $SRL_2(I)$ be the solution (total flowtime) obtained for the given problem instance $I$ by both algorithms, respectively. Then for any $r \in \mathbb{R}_+$ there exist instances $I_1$ and $I_2$ such that:

$$\frac{SRL_1(I_1)}{SRL_2(I_1)} \geq r,$$

$$\frac{SRL_2(I_2)}{SRL_1(I_2)} \geq r.$$  

Proof. It is sufficient to prove the theorem for specific case of the $C^m_{\text{online-time}, r_j, s_{jk}}/\Sigma F$ problem. Thus, we assume $m = 1$ and $s_{jk} = 0$.

Let us start with the first case. We construct instance $I_1$ to have $q + 1$ families of jobs as follows. The first family is made like the family from instance $I_2$ from Definition 1 (this is possible as $SRL_1$ and $SRL_2$ are divergent). The remaining $q$ families have one job each. Those jobs have ready times $B_1, B_2, B_3, \ldots, B_2q + q - 1$ and processing time 1.

For instance, $I_1$ algorithm $SRL_1$ will schedule job $B_1$ first. Since $B_1 < B_2$ the job will complete before family 2 is ready and thus job $B_2$ will be scheduled. Thus, the first family will have the flowtime of $B_1 + B_2$. However, the second family will be started at time $B_1 + B_2$ and will complete at time $B_1 + B_2 + 1$. Its flowtime will thus be $B_1 + 1$. Similar situation will happen for all $q - 1$ remaining families and they will have the same flowtime. The total flowtime $SRL_1(I_1)$ will thus be:

$$SRL_1(I_1) = q(B_1 + 1) + B_1 + B_2.$$  (31)

Let us now consider algorithm $SRL_2$. The algorithm will first schedule job $B_2$ which will complete at time $B_2$. The second family will then arrive with one job with processing time 1. The algorithm will choose to schedule that new family, since the only other choice is to schedule the remaining job $B_1$ of the first family. But since both algorithms operate on the general SRL principle and $B_1 > 1$, that option is forbidden. Thus, the job of the new family will start at time $B_2$ and will have flowtime of 1. When that family completes, similar will happen for subsequent $q - 1$ families, all will end up having flowtime of 1. After they all have been completed, finally the job $B_1$ of the first family will be scheduled. It will start at time $B_2 + q$ and will complete at time $B_1 + B_2 + q$. Since the ready time of the first family was 0, its flowtime will be $B_1 + B_2 + q$. The total flowtime $SRL_2(I_1)$ will thus be:

$$SRL_2(I_1) = q + B_1 + B_2 + q.$$  (32)

We can now compute the ratio of flowtimes from expressions (31) and (32) when the number of families $q$ is large:

$$\lim_{q \to \infty} \frac{SRL_1(I_1)}{SRL_2(I_1)} = \lim_{q \to \infty} \frac{q(B_1 + 1) + B_1 + B_2}{2q + B_1 + B_2} = \frac{B_1 + 1}{2}.$$  (33)

It is easy to see that the above expression approaches infinity when $B_1 \to \infty$. Thus, for any $r \in \mathbb{R}_+$ we can find such values $q$ and $B_1$ that:
\[
\text{SRL}_1(I_1) \geq r, \quad (34)
\]

Let us now consider the second case. We construct instance \(I_2\) similarly to instance \(I_1\), except the first family is like family \(I_4\) from Definition 1 and the jobs of the remaining families have ready times \(A_1, A_1+1, \ldots, A_1+q-1\).

This time SRL1 algorithm will schedule \(A_1\) and when that job is completed, the second family will arrive. Since \(A_2 > 1\) the job of that new family will be scheduled first. Thus, that and subsequent families will end up having flout time of 1. When those \(q\) families complete, the job \(A_2\) of the first family will be scheduled at time \(A_2 + q\) and will complete at time \(A_1 + A_2 + q\) for the flout time of \(A_1 + A_2 + q\). Thus, the total flout time \(\text{SRL}_1(I_2)\) for this case is:

\[
\text{SRL}_1(I_2) = 2q + A_1 + A_2. \quad (35)
\]

Finally, SRL2 algorithm will start by scheduling job \(A_2\) first. When that job is completed at time \(A_2\), then the algorithm will start to schedule the job from the newly arrived family, which will thus start at \(A_2\) and complete at \(A_2 + q\) for a flout time of \(A_2 + q\). Similar will happen for the remaining families. At last, the job \(A_1\) will be scheduled at time \(A_2 + q + 1\) and completed at \(A_1 + A_2 + q\) for a flout time of \(A_1 + A_2 + q\). The total flout time \(\text{SRL}_2(I_2)\) will be:

\[
\text{SRL}_2(I_2) = q(A_2 - A_1 + 1) + A_1 + A_2. \quad (36)
\]

As before, we compute the ratio of flout times for large \(q\):

\[
\lim_{q \to \infty} \frac{\text{SRL}_2(I_2)}{\text{SRL}_1(I_2)} = \lim_{q \to \infty} \frac{q(A_2 - A_1 + 1) + A_1 + A_2}{2q + A_1 + A_2} = \frac{A_2 - A_1 + 1}{2}. \quad (37)
\]

The above theorem proves divergent algorithms are not \(r\)-competitive to each other for any \(r\). This also means that divergent algorithms are not \(r\)-competitive for any \(r\):

Corollary 3. Let \((\text{SRL}_1, \text{SRL}_2)\) be a pair of divergent algorithms for the \(C_m|\text{online-time}, \tau_j, s_j|\text{SF}\) problem. Let \(\text{SRL}_1(I)\) and \(\text{SRL}_2(I)\) be the solution (total flout time) obtained for the given problem instance \(I\) by both algorithms, respectively. Also, let \(\text{OPT}(I)\) be the optimal total flout time for instance \(I\). Then for any \(r \in \mathbb{R}_+\), there exist instances \(I_1\) and \(I_2\) such that:

\[
\text{SRL}_1(I_1) \geq r, \quad \text{SRL}_2(I_2) \geq r. \quad (39)
\]

Proof. The first inequality follows because from Theorem 1 we know \(\text{SRL}_1(I_1)\) can be \(r\) times greater than \(\text{SRL}_2(I_1)\) and \(\text{SRL}_2(I_1) \geq \text{OPT}(I_1)\). The second inequality is similar. □

5. Algorithms comparison

In the previous section we discuss theoretical properties and competitiveness of some online algorithms for the \(C_m|\text{online-time}, \tau_j, s_j|\text{SF}\) problem and its variants. In this section we perform a set of computer experiments in order to support the previously stated properties and show the average performance of online algorithms in a more practical setting.

All experiments were performed as simulations on a machine with Intel Core i708650U 1.9GHz CPU, 16 GiB of RAM working under 64-bit Linux (5.3.0 kernel). Algorithms were implemented in C++ and compiled with gcc/g++. The testing environment for running experiment was prepared using a mix of C++ and Linux scripts (written in Bash).

The first experiment considers five different variants of the SRL algorithm. Thus, all five algorithms choose some unstarted job from the family of jobs with the smallest sum of processing times of unstarted jobs. However, they differ in which job from that family is chosen:

1. SRLJ (Longest Job) chooses the job with the longest processing time.
2. SRLSJ (Shortest Job) chooses the job with the shortest processing time.
3. SRLAVG (Average) chooses the job with processing time closest to the average processing time of remaining jobs.
4. SRLR AVG (Reverse Average) the reverse of SRLAVG. Chooses the job that SRLAVG would choose last.
5. SRLRAND (Random) chooses random job.

In order to observe the differences between the algorithms, we restricted the setting to a single family of jobs, two machines and assumed no setup times. The number of jobs in a family was drawn from a discrete uniform distribution from 2 to 20, while job processing times were drawn from a \(\mathcal{U}(1, 100)\) distribution. 100000 such random instances were tested. Each total flout time was normalized compared to the worst algorithm for the given instance. Thus, value of 0.5 for instance \(I\) means the algorithm provided twice as good total flout time as the worst algorithm for \(I\). The average and maximum values over 100000 instances for each algorithm are shown in Table 1. The values of maximum confirm that each of the con-

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRLJ</td>
<td>0.863</td>
<td>1.000</td>
</tr>
<tr>
<td>SRLSJ</td>
<td>0.984</td>
<td>1.000</td>
</tr>
<tr>
<td>SRLAVG</td>
<td>0.900</td>
<td>1.000</td>
</tr>
<tr>
<td>SRLR AVG</td>
<td>0.918</td>
<td>1.000</td>
</tr>
<tr>
<td>SRLRAND</td>
<td>0.910</td>
<td>1.000</td>
</tr>
</tbody>
</table>
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The considered algorithms has a “bad” instance for which it performs badly. As for average values, we observe that the “shortest job” strategy is the worst of all considered strategies almost all the time. On the other hand, the “longest job” strategy turned to be the best one, being 14% better than “shortest job” and 5% better than random strategy.

The second computer experiment considered comparing SRLLJ against several other online algorithms:
1. LRL (Largest Remaining Load) – incomplete family of jobs with the largest remaining load is chosen first.
2. SJ (Shortest Job) – shortest unstarted remaining job is chosen first (regardless of which family it belongs to).
3. LJ (Longest Job) – longest unstarted job is chosen, similar to SJ.
4. FIFO (First In First Out) – incomplete families of jobs are chosen in the order of their ready times (First-In First-Out).
5. RAND (Random) – random incomplete family of jobs is chosen.
6. MIN – first a family of jobs is chosen from all incomplete families in a cyclic, round-robin-like fashion. Then the shortest job of that family is chosen.
7. MAX – similar to MAX, but the longest job is chosen.

The MIN and MAX algorithms were considered based on the algorithms implemented in a certain real-life Testing-as-a-Service system. The data from that system was used to construct 50 problem instances of roughly 1800 jobs each. The setup time $s_{jk}$ was set to 30, modeling the time needed to transfer necessary files in the referenced real-life system. The algorithms were ran for several number of machines. The most important results, for 30 and 400 machines, are shown in Figs. 2 and 3 in the form of boxplots.

Let us start with the case of 30 machines. The SRL is clearly the best algorithm, as all values are very close to 1. Even the second closest algorithm, MIN, is outperformed by a large margin, its total flowtime being from 2.5 to nearly 4 times worse than for SRL (3 times on average). Each subsequent algorithm generally performs worse than the previous one. Finally, in the case of the RAND algorithm (which serves as a reference point of sorts) we get 9 to 14 times worse values of the total flowtime. Thus, the SRL provides the best and most stable (very small variance) results in this case.

When the number of machines is increased to 400, the situation changes, slightly, but the general conclusion remains the same. The SRL algorithm provides the smallest total flowtime with little variance. Due to the increased number of machines the average values for the other algorithms have improved greatly (staying close to 1, even for the RAND algorithm). However, it is at the cost of the maximum values.

To summarize the above research, the SRL algorithm is the best choice from all priority-rules online algorithms for the $C_{\text{m|online-time,r}}$ problem that we considered. The SRLLJ subvariant of SRL provides the most promising results.

6. Simulated annealing approach

The results presented in Sections 4 and 5 showed that the SRL algorithm and its variants generally outclass many other online scheduling algorithms for the $C_{\text{m|online-time,r,}}$ problem. However, that does not answer a more general question, namely: how much better algorithm for the considered problem can we get? Let us note that the algorithms we considered so far were so-called constructive algorithms, choosing the next job based on priority rules. Such algorithms create only one candidate solution and do not even evaluate it, thus essentially not performing any search of the solution space.

There exists a completely different category of algorithms called metaheuristics. Metaheuristics are also inexact methods that are faster than exact methods, but do not guarantee obtaining the optimal solution. They also have higher computational cost when compared to the constructive algorithms like SRL. However, metaheuristics are able to evaluate many candidate solutions and compare them, performing a controlled search of
the solution space. Metaheuristics are a very diverse group of methods, but most of them work in an iterative manner. In each iteration, the method tries to obtain a better solution than in the last iteration. This means a metaheuristic has to start from some initial solution, which is usually supplied by some other heuristic method like the SRL algorithm. That also means that, in theory, a metaheuristic will not obtain the final results that are worse than the initial solution. Metaheuristics are commonly used for solving many online scheduling problems and some were used for online problems as well, as shown in Section 1. However, another study [10] for a similar TaaS system indicated that the performance of metaheuristics was not better than that of the SRL algorithm. We will now present a more detailed study of this phenomenon.

6.1. Solving algorithm. We start by describing the solving method used in this study. The method works by applying a certain metaheuristic every time a new family of jobs arrives. This schedules all unstarted jobs, including the newly arrived jobs and the ones already scheduled but not yet started. Thus, previously scheduled jobs might be rescheduled.

We decided to employ Simulated Annealing (SA) method, which is one of the most well-known metaheuristics used in optimization problems, including scheduling [27]. Our implementation of SA follows the classical scheme well-known in the literature [28], with a few adjustments. The method used the processing order \( \pi \) introduced in Section 2. This allows employing a swap-or-move neighborhood. Thus, a transition between solutions happens either by swapping jobs inside a specific vector \( \pi \) or by moving a job between different vectors. The cooling scheme and solution acceptance probability are defined as follows:

\[
\alpha(i) = t_0 - i/I,
\]

\[
A_{xy}(t) = \begin{cases} 
1 & \text{when } f(y) \leq f(x), \\
\exp\left(\frac{f(x) - f(y)}{t}\right) & \text{otherwise},
\end{cases}
\]

where \( \alpha(i) \) is the temperature at iteration \( i \), \( A_{xy}(t) \) is acceptance probability of transition from solution \( x \) to \( y \) given temperature \( t \), \( t_0 \) is starting temperature, \( I \) is the total number of iterations and \( f \) is cost function (total flowtime for a given solution).

Lastly, a metaheuristic requires an initial solution and two different variants were prepared. The first variant uses the solution provided by the SRL\_{LJ} algorithm as the initial solution. The second variant runs the SRL\_{LJ} algorithm first and then worsens the result by making 25 random swap transitions.

6.2. Computer experiment. To provide details on the phenomenon of metaheuristic approach to scheduling for the considered TaaS system, we conducted a computer experiment. In the experiment, we compared the performance of both SA variants mentioned earlier with the performance of the SRL\_{LJ} algorithm. The instances for this experiment were generated using probability distributions derived from the workload characteristics of a real-life TaaS system [6].

In the experiment 50 instances were used for 4 numbers of machines (30, 50, 100 and 200), resulting in 200 subexperiments in total. The SRL\_{LJ} is deterministic, so it is run once, while both SA-based method variants were run 7 times for each subexperiment, with the reported values being the averages. Also, the SA-based method was run for different number of iterations. The results of each subexperiment were normalized with the value of 1 being the result provided by SRL\_{LJ}. The software and hardware used in the experiment are the same as the ones described in the experiment from Section 5.

In Fig. 4 we show the results when the SA-based method starts from the worsened SRL\_{LJ} algorithm. We notice that with the growing number of iterations, the effectiveness of the SA method gets closer to that of the SRL\_{LJ} algorithm. In particular, the range of values obtained by the SA method decreases: at 1 iteration SA is from around 1.4 to 5.09 times worse than SRL\_{LJ}. However, at 100 000 iterations the values are from 0.98 to 1.4. Let us note that the SA method manages to outperform the SRL\_{LJ} algorithm, but very rarely and unreliably. It also takes a large number of iterations for it to get close to the results provided by the SRL\_{LJ} algorithm. However, we can conclude that as the number of iterations grows, the SA method tends to get closer to the result provided by the SRL\_{LJ} method, which is an expected behavior.

For the next step, we made the SA method start directly from the SRL\_{LJ} algorithm. Since the initial solution is now of higher quality, we expect the SA method to perform better. The results of this experiment are shown in Fig. 5. The outcome is largely surprising. First, we notice that the SA method on average provides worse results than its starting solution. In fact, up to 1 000 iteration the SA method almost always generates results worse than the SRL\_{LJ} algorithm. When the number of iterations increases further, the best values become better, but the results do...
not go below 0.97 of what the SRL$_{40}$ can provide. Moreover, as for the maximal values and most other ordinals we observe a surprising behavior. Beyond 1 000 iterations, the average results obtained by the SA method get worse as the number of iterations increases. While the values never get as bad as when the SA method was starting from a worsened solution, the effect is still counter-intuitive.

Fig. 5. Overall total flowtime results for 8400 runs of the SA-based method in function of the number of iterations allowed for SA. Initial solution was the SRL$_{40}$ algorithm. The X axis is in log scale

If we were to look at Figs. 4 and 5 when joined together, we would notice that the shape of curves pertaining to most of the ordinals (at least from the first quartile to the maximum) resemble a bathtube curve. Of course, it would be best to portray this effect on a single figure; however, due to the time needed to run the SA-based method 1 400 times for a number of iterations greater than 100 000, it was difficult to obtain the bathtube curve with a single setting. This is why two different variants for the SA-based method were used.

A possible explanation of the observed phenomenon might be the greedy-like way the solving method is applied for the considered problem. The method tries to solve an instance with $n$ families of jobs by applying the SA-based method $O(n)$-times. Thus, each execution of the SA method acts on the limited part of the instance (with limited knowledge) and tries to find the best solution. However, that best solution is not the solution to the entire problem, so it might not be a global optimum. This might be likened to a game of chess, where a greedy algorithm is run for every move. However, a game constructed from moves that are locally optimal might not be globally optimal. Thus, for our solving method, increasing the number of iterations enabled the SA method to get closer to the local optimum, which might make it return worse solution globally. This also makes it possible for a metaheuristic like SA to return a result that is worse than its initial solution, which is also counter-intuitive for a metaheuristic.

To summarize, in this section we presented the results of applying an exemplary metaheuristic to the problem of scheduling tasks for the considered real-life TaaS system. Results indicate that, at the current time, metaheuristics are not a viable choice for this problem. Even if they can provide solutions better than SRL-like algorithms, they have much higher computational complexity and the possible gain is not significant (around 3%). The most important conclusion, however, is that the metaheuristics do not seem to be reliable. Even if one out of 100 runs of the proposed solving method were to be successful, we do not know which one it will be. Coupled with the fact that we have to create the schedule on-the-fly, it makes the metaheuristics impractical at the current time.

7. Processing time prediction

In the previous sections we have considered the $C_m|\text{online-time}, r_j, s_j|\Sigma F$ problem with the assumption that the processing times of jobs are known in advance and the problem is clairvoyant. However, in practice the processing times are not known for certain. The prediction of such uncertain parameters is always difficult, even for single-machine scheduling problems [29]. If we were not able to approximate the processing times of jobs, then the considered cluster scheduling problem would be reduced to typical load-balancing problem.

This issue is especially important as we are trying to model a Testing-as-a-Service cloud system. In such a system changing a single line of code can affect many test cases (jobs) and drastically change their processing time. However, a single test case is executed many times on average. Thus, previous executions of a test case can be used to predict the time it would take to execute it again. In this section we will show that the processing times of jobs can be predicted well and thus the considered online scheduling problem is in fact semi-clairvoyant: $C_m|\text{online-time-sclv}, r_j, s_j|\Sigma F$.

For prediction we employed the $k$-recent moving average technique. Thus, to predict processing time $p_j$ of job $j$, we compute the average of the $k$ most recent executions of jobs of type $t_j$. Such predicted value will be denoted as $\hat{p}_j$. Let $H_i$ be the vector containing past processing times of jobs with type $t_j$ and $H_i(x)$ be the $x$-th most recent processing time in that vector. Then the predicted value $\hat{p}_j$ is defined as follows:

$$\hat{p}_j = \begin{cases} \frac{1}{k} \sum_{i=1}^{k} |H_i| & \text{if } |H_i| > k \land k > 0, \\ \frac{1}{|H_i|} \sum_{i=1}^{k} H_i(x) & \text{if } |H_i| \leq k \land |H_i| > 0, \\ 50 & \text{if } |H_i| = 0 \lor k = 0, \end{cases} \quad (43)$$

where 50 is the default value used when the history is empty. This value was chosen based on the average processing time in the testing instances mentioned earlier in the paper.

It is also possible to include weights in the prediction mechanism, with weight decreasing as $x$ increases. Such a system would help take freshness of data into account, leading to the
following formula:

\[
\hat{p}_j = \begin{cases} 
\frac{1}{W(k)} \sum_{x=1}^{k} w_x H_j(x) & \text{if } |H_j| > k \land k > 0, \\
\frac{1}{W(|H_j|)} \sum_{x=1}^{k} w_x H_j(x) & \text{if } |H_j| \leq k \land |H_j| > 0, \\
0 & \text{if } |H_j| = 0 \lor k = 0,
\end{cases}
\] (44)

where \( W(k) \) and \( W(|H_j|) \) are the sum of the weights of the k and \(|H_j|\) most recent processing times, respectively.

We can now use the \( \hat{p}_j \) to predict the remaining load \( L_u \) of family of job u (which is the sum of processing times of its jobs). The resulting value is denoted \( \hat{L}_u \):

\[
\hat{L}_u = \sum_{j \in \mathcal{J}_u} \hat{p}_j.
\] (45)

Through preliminary research we concluded that the best value for k is 3. After that we performed two series of computer experiments. The purpose of the first experiment was to research the Person correlation coefficient between values \( \hat{p}_j \) and \( p_j \) as well as between \( L_u \) and \( \hat{L}_u \). The results for the 50 testing instances mentioned earlier are shown in Table 2. The software and hardware used in the experiment are the same as the ones described in experiment from Section 5.

We observe that the quality of the \( \hat{p}_j \) predictor is good with average correlation coefficient at 0.914 and the minimum value was 0.829. The coefficient of variation (CV), which is standard deviation divided by the average, was 0.031. The prediction is not perfect though, so it is natural to think that using that value to predict the remaining load of family of jobs would provide worse results as the errors of prediction for each job would accumulate inside the family. The results from the table, however, show a different outcome. The average, minimum and CV values for the \( L_u \) predictor are 0.987, 0.920 and 0.020. Thus, the correlation between \( L_u \) and \( \hat{L}_u \) was for all instances higher than the average correlation between \( \hat{p}_j \) and \( p_j \). We assume this effect is caused by prediction errors averaging and canceling each other over all jobs in a family.

For the second experiment we wanted to test the practical quality of prediction. Even if there is a high correlation between values, it is still possible that algorithm using the predictor would obtain a vastly different total flowtime than the “ideal” (clairvoyant) algorithm which uses the actual processing times. Thus, in our experiment we ran both variants (the one employing prediction and the one using the actual processing time) for 5 previously discussed online algorithms. We normalized the results (except CV) by dividing the total flowtime obtained with prediction by the one obtained using actual processing times. The summary of results is shown in Table 3.

<table>
<thead>
<tr>
<th>Instance</th>
<th>( \hat{L}_u )</th>
<th>( \hat{p}_j )</th>
<th>Instance</th>
<th>( L_u )</th>
<th>( p_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>inst01</td>
<td>0.989</td>
<td>0.912</td>
<td>inst26</td>
<td>0.996</td>
<td>0.922</td>
</tr>
<tr>
<td>inst02</td>
<td>0.971</td>
<td>0.829</td>
<td>inst27</td>
<td>0.996</td>
<td>0.928</td>
</tr>
<tr>
<td>inst03</td>
<td>0.920</td>
<td>0.839</td>
<td>inst28</td>
<td>0.999</td>
<td>0.943</td>
</tr>
<tr>
<td>inst04</td>
<td>0.941</td>
<td>0.863</td>
<td>inst29</td>
<td>0.997</td>
<td>0.927</td>
</tr>
<tr>
<td>inst05</td>
<td>0.994</td>
<td>0.891</td>
<td>inst30</td>
<td>0.997</td>
<td>0.916</td>
</tr>
<tr>
<td>inst06</td>
<td>0.936</td>
<td>0.855</td>
<td>inst31</td>
<td>0.996</td>
<td>0.890</td>
</tr>
<tr>
<td>inst07</td>
<td>0.978</td>
<td>0.857</td>
<td>inst32</td>
<td>0.997</td>
<td>0.918</td>
</tr>
<tr>
<td>inst08</td>
<td>0.991</td>
<td>0.917</td>
<td>inst33</td>
<td>0.997</td>
<td>0.914</td>
</tr>
<tr>
<td>inst09</td>
<td>0.964</td>
<td>0.915</td>
<td>inst34</td>
<td>0.997</td>
<td>0.918</td>
</tr>
<tr>
<td>inst10</td>
<td>0.995</td>
<td>0.908</td>
<td>inst35</td>
<td>0.994</td>
<td>0.908</td>
</tr>
<tr>
<td>inst11</td>
<td>0.995</td>
<td>0.926</td>
<td>inst36</td>
<td>0.998</td>
<td>0.932</td>
</tr>
<tr>
<td>inst12</td>
<td>0.987</td>
<td>0.957</td>
<td>inst37</td>
<td>0.996</td>
<td>0.911</td>
</tr>
<tr>
<td>inst13</td>
<td>0.996</td>
<td>0.949</td>
<td>inst38</td>
<td>0.997</td>
<td>0.940</td>
</tr>
<tr>
<td>inst14</td>
<td>0.997</td>
<td>0.945</td>
<td>inst39</td>
<td>0.945</td>
<td>0.898</td>
</tr>
<tr>
<td>inst15</td>
<td>0.998</td>
<td>0.898</td>
<td>inst40</td>
<td>0.998</td>
<td>0.951</td>
</tr>
<tr>
<td>inst16</td>
<td>0.995</td>
<td>0.931</td>
<td>inst41</td>
<td>0.998</td>
<td>0.937</td>
</tr>
<tr>
<td>inst17</td>
<td>0.996</td>
<td>0.937</td>
<td>inst42</td>
<td>0.997</td>
<td>0.906</td>
</tr>
<tr>
<td>inst18</td>
<td>0.996</td>
<td>0.915</td>
<td>inst43</td>
<td>0.998</td>
<td>0.937</td>
</tr>
<tr>
<td>inst19</td>
<td>0.995</td>
<td>0.937</td>
<td>inst44</td>
<td>0.936</td>
<td>0.876</td>
</tr>
<tr>
<td>inst20</td>
<td>0.995</td>
<td>0.929</td>
<td>inst45</td>
<td>0.996</td>
<td>0.902</td>
</tr>
<tr>
<td>inst21</td>
<td>0.960</td>
<td>0.923</td>
<td>inst46</td>
<td>0.997</td>
<td>0.913</td>
</tr>
<tr>
<td>inst22</td>
<td>0.996</td>
<td>0.910</td>
<td>inst47</td>
<td>0.997</td>
<td>0.906</td>
</tr>
<tr>
<td>inst23</td>
<td>0.995</td>
<td>0.897</td>
<td>inst48</td>
<td>0.998</td>
<td>0.932</td>
</tr>
<tr>
<td>inst24</td>
<td>0.997</td>
<td>0.922</td>
<td>inst49</td>
<td>0.950</td>
<td>0.911</td>
</tr>
<tr>
<td>inst25</td>
<td>0.997</td>
<td>0.947</td>
<td>inst50</td>
<td>0.998</td>
<td>0.936</td>
</tr>
</tbody>
</table>

Table 2
Pearson correlation coefficient for prediction of job processing times and family of job loads for the k-recent prediction method

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average</th>
<th>Minimum</th>
<th>Maximum</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRL</td>
<td>0.973</td>
<td>0.875</td>
<td>0.993</td>
<td>0.023</td>
</tr>
<tr>
<td>MAX</td>
<td>0.975</td>
<td>0.951</td>
<td>0.990</td>
<td>0.009</td>
</tr>
<tr>
<td>MIN</td>
<td>1.017</td>
<td>1.006</td>
<td>1.033</td>
<td>0.006</td>
</tr>
<tr>
<td>RAND</td>
<td>1.000</td>
<td>0.997</td>
<td>1.005</td>
<td>0.002</td>
</tr>
<tr>
<td>SRL</td>
<td>1.060</td>
<td>1.014</td>
<td>1.142</td>
<td>0.025</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average</th>
<th>Minimum</th>
<th>Maximum</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRL</td>
<td>0.986</td>
<td>0.839</td>
<td>1.016</td>
<td>0.027</td>
</tr>
<tr>
<td>MAX</td>
<td>0.984</td>
<td>0.968</td>
<td>0.996</td>
<td>0.006</td>
</tr>
<tr>
<td>MIN</td>
<td>1.008</td>
<td>0.993</td>
<td>1.031</td>
<td>0.007</td>
</tr>
<tr>
<td>RAND</td>
<td>1.000</td>
<td>0.998</td>
<td>1.003</td>
<td>0.001</td>
</tr>
<tr>
<td>SRL</td>
<td>1.046</td>
<td>0.998</td>
<td>1.101</td>
<td>0.026</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average</th>
<th>Minimum</th>
<th>Maximum</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRL</td>
<td>1.003</td>
<td>0.892</td>
<td>1.106</td>
<td>0.037</td>
</tr>
<tr>
<td>MAX</td>
<td>1.001</td>
<td>0.985</td>
<td>1.009</td>
<td>0.005</td>
</tr>
<tr>
<td>MIN</td>
<td>0.999</td>
<td>0.994</td>
<td>1.008</td>
<td>0.003</td>
</tr>
<tr>
<td>RAND</td>
<td>1.000</td>
<td>0.994</td>
<td>1.007</td>
<td>0.003</td>
</tr>
<tr>
<td>SRL</td>
<td>1.004</td>
<td>0.992</td>
<td>1.038</td>
<td>0.007</td>
</tr>
</tbody>
</table>

In general, we observe that all of the tested algorithms are fairly robust: the prediction not worsening the results by more than a few percent. The MIN, MAX and RAND algorithms also are very stable with small CV values: the prediction barely
affects them. The LRL algorithm is very interesting as using the predicted value seems to work better than using the actual values. The SRL algorithm suffers the biggest prediction error, but still remains the best of the considered algorithms when it comes to optimizing the total flowtime for Testing-as-a-Service cloud system under consideration.

8. Discussion

In this section we will discuss the proposed approach, including its features, advantages, disadvantages and results presented in previous sections, as well as the possibility of applying the approach to different kinds of problems. We will start by discussing the advantages of the approach. While the problem of running large-scale software test is related to the problem of distributing or balancing load in computer clusters, it is also very specific. This problem was considered before, but most authors either focus on practical issues, often considering many additional aspects (including test cases generation, flow of data in the company, aggregation of test case results, etc.). However, there is little focus on the theoretical properties of the problem. Our approach is partially theoretical and focuses on a single aspect of the problem: the scheduling. Thus, the approach using theory of scheduling allowed to better define and understand the problem, its limitation, difficulties and properties.

Such an approach allowed to extend the existing SRPT algorithm to this problem. We also notice that the resulting SRL algorithm is two-level and conducted research concerning entire class of SRL algorithms, including the fact that many of them are not competitive for any $r$. More importantly, the SRL is a very fast algorithm, which is important for large-scale software testing, where tens and hundreds of thousands of test cases are run every day.

The SRL is also effective, outclassing other tested algorithms. In particular, SRL outclasses the MIN algorithm, which was originally the one used in the company. The effectiveness of the SRL algorithm also allows to decrease the number of machines used for software testing. This can reduce costs (by buying and maintaining fewer resources) or allow to employ (now idle) machines for other tasks.

Finally, we proved that the considered problem is not typical load-balancing, because the processing times of test cases, though generally unknown, can be predicted with high accuracy using simple $k$-recent moving average predictor. As such, while our research are case study-specific, the proposed approach should be applicable for high-scale software testing in other companies as well.

We will now discuss some issues and disadvantages associated with considered approaches. While applicable for different software-testing workloads, the numerical experiments presented in this paper are very case-specific. The use of our approach in a different software testing system would still require prior analysis. Moreover, such analysis requires a considerable history of past executions of test cases to be available. While we expect companies to keep track of past data, that still means the approach cannot be fully applied from the start, but only after some time has passed.

Our research also indicated that while there are some promising results, the metaheuristics are generally inferior to simple rule-based algorithms, at least in our approach (also due to the large size of the problem). However, the research proved that metaheuristics can, in some contexts, provide results worse than their initial solutions. This counter-intuitive result means metaheuristics should be used carefully.

Finally, while the results, especially for the SRL LJ algorithm are promising, the actual implementation in a real-life software system still would encounter issues, including delay caused by computer network, failure of machines and additional constraints (for example, different types of machines).

Lastly, we discuss the possibility of using our approach to other problems. First, the approach can be used for distributing workload in IT systems for purposes other than software testing. In fact, most computation-heavy tasks would suffice. For example, one can imagine a system for running programs for scientific experiments. Each user would generally submit a task (family of jobs in our context) composed of multiple subtasks (e.g. many versions of the same program run with different parameters). Thus, the owner of the system would minimize the total (equivalently average) time of completing the entire task, which conforms to our definition of the goal function. Otherwise, as a generalization of the classic scheduling jobs on parallel machines problem, our approach could be used for variety of systems, where jobs are packed into families. This could include password retrieval, where a single task (submitted by a single court expert) is composed of thousands of password masks to be checked.

9. Conclusions

In this paper we have considered the problem of scheduling test suites and test cases in a case study Testing-as-a-System cloud environment. The problem was modeled as an online clustered scheduling problem on parallel machines with the total flowtime goal function. We proved that this problem is a generalization of the classic problem of scheduling on parallel machines. We proposed a processing order representation that allows to consider only semi-active feasible schedules. We proposed the Smallest Remaining Load (SRL) online algorithm, based on the well-known Shortest Remaining Processing Time algorithm, and a number of its variants.

We showed that SRL algorithm variants belonging to a certain class are not competitive, not even relative to each other. Through computer experiments on synthetic and real-life data, we have shown that the SRL LJ is the best of the considered SRL variants in practice, outclassing other SRL variants and non-SRL algorithms. We also compared the SRL approach to the metaheuristic approach and showed that, at the current time, such approach leads to generally worse results, which is counter-intuitive for a metaheuristic.

Finally, we proposed an approach to prediction of the processing times of test cases using the $k$-recent method.
The method showed very high correlation between predicted and actual values for both test case processing times and test suite remaining load. Results from a computer experiment with real-life data confirmed that this approach is robust, with the prediction having little effect on the computed total flowtime value.
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