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1.	 Introduction

The traditional method of describing the shape of the surface of shell struc-
tures are the surfaces of the second degree (quadrics). Among the greatest disad-
vantages of this method is the lack of representation of local deformations of the 
structure and the dependence of the model shape of the position of each of the 
measured points. 

It is much better to reproduce the actual shape of the surface using models 
based on spline functions, which eliminate the aforementioned disadvantages. 
These functions, however, are sensitive to other factors, the most important of 
which is related to the shape of the structure, determining an appropriate selec-
tion of the spline function arguments. Determining of the arguments is carried out 
in the so-called parametrization process, which is crucial for the accuracy of the 
obtained approximations.  Besides parametrization, there are several additional 
factors which can be used to influence the shape of spline functions (boundary 
conditions, weighting of  NURBS functions, smoothing using approximating func-
tions). They are, however, of lesser significance for the parametrization, and their 
use often requires making subjective decisions. Boundary conditions concern only 
surface’s periphery. For NURBS functions there are no tests allowing us to relate 
the weights with the magnitude of shape changing. 

This paper focuses on the application and comparison of several popular pa-
rametrization methods for approximating the shape of the surface of shell struc-
tures. Comparisons were made for the two models: with one- and multi-direction-
al variable curvature. 
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1. Introduction

Despite the continuous improvement of survey methods and advances made 
in survey equipment technology, the elimination of outliers still remains an issue 
today. When performing an adjustment one often assumes a very simple probability 
distribution of errors, such as a normal distribution. In classical statistics the correct-
ness of the results relies on the assumption, that the chosen errors distribution mod-
el is strictly true. This is, in fact, often not the case, as the large errors occur consider-
ably more often than the normal distribution would suggest. Even the high-quality 
samples analysed in astronomical research, containing several thousands of mea-
surements each, do not follow the normal probability distribution. Deviations from 
the model may occur due to e.g. blunders in measuring, incorrect point numbering, 
errors made during data copying etc. [12].

Although there exists a wide range of literature concerned with gross errors 
detection and elimination, this surveying problem is still being discussed. There are 
many so-called methods robust against the in uence of gross errors, which can gen-
erally be divided into two groups.

The  rst group includes methods based on the criteria of so-called robust esti-
mation. These methods minimise the in uence of the outlying observations on the 
 nal result of the computations by modifying of the observation weights.

The second of them consists of methods where results, obtained by the least 
squares adjustment are analysed with the use of statistical tests. In these methods an 
identi ed outlier is removed from the dataset. If multiple outliers occur, the iterative 
process of least squares adjustment is conducted and followed by tests. The observa-
tions suspected of gross errors are discarded from the dataset [1]. A few commonly 
used methods of these groups are presented below.
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