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Abstract

Background: The importance of Software Change Prediction (SCP) has been emphasized by
several studies. Numerous prediction models in literature claim to effectively predict change-prone
classes in software products. These models help software managers in optimizing resource usage
and in developing good quality, easily maintainable products.

Aim: There is an urgent need to compare and assess these numerous SCP models in order to
evaluate their effectiveness. Moreover, one also needs to assess the advancements and pitfalls in
the domain of SCP to guide researchers and practitioners.

Method: In order to fulfill the above stated aims, we conduct an extensive literature review of 38
primary SCP studies from January 2000 to June 2019.

Results: The review analyzes the different set of predictors, experimental settings, data analysis
techniques, statistical tests and the threats involved in the studies, which develop SCP models.
Conclusion: Besides, the review also provides future guidelines to researchers in the SCP domain,
some of which include exploring methods for dealing with imbalanced training data, evaluation of

search-based algorithms and ensemble of algorithms for SCP amongst others.
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1. Introduction

The importance of planning and implementing
change in a software is accepted universally. It
is crucial for a software to reform in order to
remove existing defects, to upgrade itself with
the changing user requirements and technological
progressions or to improve the current perfor-
mance and structure [1-3]. In case a software
product is unable to do so, it rapidly becomes
obsolete and extinct. Thus, change management
of a software product is a vital activity, which
needs to be properly enforced.

Prediction of change-prone parts of a soft-
ware product is an effective mechanism for soft-
ware change management. Change-proneness is
defined as the likelihood that a class would
change across different versions of a software
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product [1,4]. Since it indicates whether a spe-
cific class would require change in the forthcom-
ing release of the software, it is generally rep-
resented by a binary variable indicating “yes”
(change-prone class) or “no” (not change-prone
class). Knowledge of change-prone classes aids
software managers in effectively planning critical
software resources such as cost, time and human
effort. Sufficient allocation of these resources to
change-prone classes ensures that they are care-
fully designed and rigorously verified [1-3]. Such
activities would result in a good quality, easily
maintainable and cost-effective software prod-
ucts.

Various studies in literature have successfully
developed software quality models to predict
change-prone classes of a software. These studies
have explored a variety of predictor variables,
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numerous classification algorithms and extensive
software datasets for empirical validation. At
such a stage, it is imperative for researchers to
analyze the current state of literature and com-
pare the capabilities of existing SCP models in
literature. Such a step is important in order to
summarize the existing trends in the domain and
simultaneously analyze the shortcomings and
future directions in the area. Thus, we conduct
a systematic literature review of SCP studies
from the period of January 2000 to June 2019.
The review is conducted according to the guide-
lines specified by Kitchenham et al. [5].

Though, software change-proneness predic-
tion studies have been earlier assessed by previ-
ous review studies [6,7], they have not been effec-
tively scrutinized for trends specific to the soft-
ware change domain. These studies have either
been explored as an application of Search-Based
Algorithms (SBA) to predictive modeling [6]
or for only assessing the threats specific to
SBA [7]. A previous study by Godara and
Singh [8] assessed change-proneness prediction in
Object-Oriented (OO) software. However, they
only presented a survey of the studies with-
out critically analyzing their various parame-
ters. Also, though a previous attempt by the
authors [9] evaluated SCP studies, the analysis
was limited with no emphasis on the predictive
capabilities of various data analysis algorithms.
To the best of our knowledge, no study in the
literature has comprehensively evaluated and
summarized the experimental settings, predictor
metrics, datasets, capabilities of data analysis
algorithms, statistical tests and threats with re-
spect to SCP studies.

On the other hand, there are various review
studies which analyze defect-proneness prediction
(a closely related area to change-proneness) lit-
erature. A study by Catal and Diri [10] reviewed
74 defect prediction studies to assess the met-
rics, data analysis algorithms and datasets used
in defect prediction literature. They concluded
that method-level metrics, machine learning algo-
rithms and public datasets are the most dominant
in the area. Hall et al. [11] reviewed 36 primary
studies to study the context, predictors and data
analysis algorithms used for defect prediction.

They concluded that combination of predictor

variables yields better defect prediction models

and feature selection enhances the performance

of the developed models. Radjenovic et al. [12]

reviewed 106 primary studies and classified the

metrics used in defect prediction literature as

Object-Oriented (OO) metrics, traditional source

code metrics and process metrics. A review study

by Wahono [13] assessed 71 defect prediction
studies between the period January 2000 to De-
cember 2013. The review assessed the trends and
frameworks in defect prediction literature apart
from datasets and data analysis algorithms. As
pointed out in the review, the frameworks devel-
oped by certain defect prediction studies do not
address the issue of class imbalance and noisy data.
Hosseini et al. [14] reviewed 30 primary studies to
assess the state of the art in cross project defect
prediction. They concluded that cross-project
defect prediction still requires extensive research
before it yields reliable results. Certain other re-
views on defect-proneness prediction includes the
one conducted by Malhotra [15], Singh et al. [16]
and Catal [17]. Though these reviews yield a signif-
icant contribution to defect prediction literature,
there a huge gap in change prediction literature
in terms of an effective and extensive review.
We investigate the following Research Ques-
tions (RQs) in the review:
—  RQI1: Which predictors are useful for devel-
oping SCP models?
— RQ2: What have been the various experimen-
tal settings used in primary studies while
developlng SCP models?
RQ2.1: What are the various feature se-
lection or dimensionality reduction tech-
niques?

— RQ2.2: What are the characteristics of
datasets used?

— RQ2.3: What are the various validation
methods used?

—  RQ2.4: Which performance measures have
been used?

— RQ3: What are the various categories of data
analysis algorithms used for developing SCP
models?

— RQ3.1: Which is the most popular cate-
gory of data analysis algorithm used?
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— RQ3.2: Which Machine Learning (ML)
algorithms have been evaluated?

— RQ4: What is the predictive performance of
ML algorithms for developing SCP models?
How does the predictive capability of ML
algorithms compare amongst themselves?

— RQb5: What are the various statistical tests
used for validating the results of SCP models?

— RQ6: What threats to validity exist while
developing SCP models?

— RQ6.1: What are the various categories of
threats which exist while developing SCP
models?

— RQ6.2: What are the steps required to
mitigate the threats identified in RQ6.17

The aim of the review is to summarize the

empirical evidence reported in literature with re-

spect to SCP. It would also help in identification
of research gaps and will provide future possible
guidelines to researchers and practitioners. The
organization of the study includes the impor-
tance of SCP (Section 2), review procedure and
the various review stages (Section 3), the review
protocol (Section 4), the answers to the investi-

gated RQ’s (Section 5), the threats (Section 6)

and finally the conclusions and future guidelines

(Section 7).

2. Importance of SCP

There are several diverse reasons for change-
proneness of a specific code segment. Some
real-world examples of why a specific code seg-
ment could be prone to changes are provided
below:

— A code segment may have bad structure or
rigid design which is difficult to extend [18].

— A code segment might contain errors which
have escaped the testing phase and now re-
quires maintenance [19-21].

— Business requirements of an organization
could change necessitating a change in source
code segment [19,20].

Therefore, SCP is critical in order to identify
such change-prone code segments in the early
stages of software lifecycle so that developers
allocate proper manpower, cost and time to

modify them [18,21-23]. Such a step is crucial
in order to keep the software operational, and
ensure customer satisfaction. Even in the era
of agile development, SCP is an approach to
continuously monitor change-proneness so that
effective product quality is maintained. Neglect
of change-prone code fragments could result in
poor software quality, extensive costs [20] as the
cost to correct errors increases manifold as they
propagate to later stages of the software product
coupled with delayed delivery schedules.

Before we state the review procedure, it is
important to ascertain as to how a specific seg-
ment (class/file/module) of source code is ad-
judged as change-prone or not change-prone in
primary studies. Majority of primary studies con-
sider a specific segment as change-prone if there
is at least one insertion, removal or modifica-
tion of Source Lines of Code (SLOC) in the
specific code segment from current software re-
lease to its next [24-26]. We term this defini-
tion as “SLOC-based” method. In certain other
primary studies, a specific code segment is con-
sidered change-prone if the number of changes
it underwent from one release to the next is
greater than the median value (median of num-
ber of changes in all the source code segments
in the software) [19,27,28]. We term the defini-
tion as “median-based” method. However, few
primary studies used boxplot-based partition
method [18], class stability [29] or other meth-
ods to define the dichotomous change-proneness
dependent variable.

As discussed above, primary studies have
used various methods to define change-proneness.
However, it is difficult to adjudge any one of them
as best as each method has its own merits and
demerits. The “SLOC-based method” may desig-
nate a segment as change-prone even if very few
(even one) SLOC has been changed. This ensures
that no change is missed as it is possible that crit-
ical changes to the code are performed by chang-
ing very few SLOC. It may be noted that such
code segments may be candidates for corrective
maintenance but not very much for preventive
maintenance as only few SLOC has been mod-
ified and not much structure would have been
altered. However, this method has a downside,
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even trivial changes to the code would also make
the code segment counted as change-prone. On
the other hand, the “median-based” method ig-
nores the code segments with very few changes. It
focuses on identifying classes which requires pre-
ventive maintenance. The goal of “median-based”
method is to find which classes will change more
than others, not which classes will change in
an absolute manner. But as discussed earlier
the “median-based” method may ignore critical
changes if they are performed using very few
lines.

3. Review procedure

According to the guidelines advocated by
Kitchenham et al. [5], a review is conducted
in three fundamental stages. These stages are
reportedly planning, conducting and reporting.
The foremost step of the planning stage is to
evaluate the necessity of the review. As already
discussed, this review is important so as to evalu-
ate, assess and summarize the empirical evidence
with respect to prediction of change-prone classes
in software products. It intends to provide an
overview of existing literature in the domain
and would scrutinize possible future directions.
Once the need of the review is assessed, the plan-
ning stage involves formation of RQs. Thereafter,
a review protocol is formulated. The protocol
includes a detailed search strategy. The search
strategy consists of the list of possible search
databases one intends to scrutinize, the search
string and the criteria for inclusion or omittance
of the extracted studies. Apart from the search
strategy, the protocol also includes the criteria
for assessing the quality of the candidate studies,
the procedure for collecting the relevant data
from the primary studies and synthesis of the
collected data. The second stage involves the
actual execution of the review protocol. In this
stage, all the primary studies are extracted, scru-
tinized and the relevant data is obtained. The
final stage of the review reports the results of
the investigated RQs. The RQs are answered on
the basis of the data collected from the primary
studies of the review.

4. Protocol for conducting the review

The following sections describe the review proto-
col followed which lists the search strategy used,
the criteria used for selecting or omitting the
extracted studies and the criteria for evaluating
the quality of the collected candidate studies.

4.1. Search strategy

The search terms were designed by dividing the
explored RQs into logical units. Moreover, terms
were identified from paper titles, keywords and
abstracts. Thereafter, all equivalent terms and
synonyms were compiled using Boolean OR (||),
while distinguishable search terms were aggre-
gated using Boolean AND (&). As indicated ear-
lier, the search period was January 2000—June
2019. The designed search-string is:

(“software product” || “open source project”
|| “software application” || “software system”
|| “software quality” || “source code”) &

(“change” || “evolution” || “maintenance”) &

(“prediction” || “proneness” || “classification”

|| “classifier” || “empirical”) & ( “machine

learning” || “statistical” || “search-based” ||

“evolutionary” || “data analysis”)

The search was conducted in SCOPUS, ACM
digital library, Wiley online library, IEEExplore
and SpringerLink, as these are well-known search
databases. We also searched the reference lists
of the studies and found seven studies. In all,
we identified and extracted 67 relevant studies,
which were further subjected to the criteria indi-
cated in Section 4.2.

¢

4.2. Inclusion and omittance criteria

We use the following inclusion and omittance

criteria for selecting or rejecting a study based on

the RQs, after which we get 41 candidate studies.

— Inclusion Criteria: All studies which predict
the dichotomous change-proneness attribute
of a class/module or determine class stabil-
ity with the aid of software metrics were
included. We also include studies which re-
ported and compared various data analysis
algorithms amongst themselves for developing
SCP models.
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Omittance Criteria: Extracted studies which
predict other dependent variables such as main-
tenance effort, maintainability, change-count,
fault-proneness, amount of changes, etc. were
excluded. A related concept to change-prone-
ness is code churn. It is defined as the volume
of SLOC that is changed (inserted, modified or
removed) between two versions of a software
and represents the extent of change [30]. It
is a continuous attribute and encapsulates
the maintenance effort required by the class
while it undergoes changes (bug correction,
enhancements or refactoring). The current re-
view limits itself to binary change-proneness
attribute and does not include studies which
assess code churn. Also, studies which predict
ordinal dependent variables for change-prone-
ness such as low, medium, high, etc. were not
included as a part of the review.

We also omitted survey or review papers, PhD
dissertations, short or poster papers and stud-
ies with limited or non-existent empirical anal-
ysis. A conference paper which has been pub-
lished as a journal article was also omitted
and only the corresponding journal article was
included. Though change-proneness attribute
has been explored in design pattern litera-
ture [31] and technical debt literature [32], we
exclude such studies. Therefore, studies which
used only design patterns or code smells for
determining change-prone nature of a class
/module were removed.

4.3. Quality criteria

We assess the importance of each candidate study
in answering the investigated RQs. The 41 can-
didate studies were evaluated according to the
quality criteria illustrated in Table 1. Each can-
didate study was given a Quality Score (QS)
by combining the scores of a specific study on
the basis of the 10 quality questions stated in
Table 1. For each question, a candidate study can
be either given a score of 0 (No), 0.5 (Partly) or
1 (Yes). Table 1 states the number of candidate
studies which were allocated different scores (Yes,
Partly or No). All the studies whose QS was less
than 5 (50% of the total quality score) were
rejected. We rejected three studies [33-35]. After
quality analysis, we selected 38 studies, which we
term as the primary studies of the review. The
data needed to answer the RQs was extracted
only from the primary studies.

Table 2 states the Primary Studies (PS) with
a specific study number (SNo.) and its QS. The
most popularly cited studies were PS10 and
PS13.

4.4. Data extraction

The primary studies were classified according to
publication year, publication venue, predictors,
datasets, data analysis algorithms, performance
measures, validation methods, statistical tests
and threats to validity.Table A1 (Appendix A)

Table 1. Quality assessment questions

Quality questions Yes Partly No
Are the objectives of the research/research questions clear and concise? 41 0 0

Are the predictor variables clearly defined and described? 27 12 2

Are the number and magnitude of datasets analyzed suitable? 30 10 1

Are the predictors effectively chosen using feature selection/dimensionality reduction 20 4 17
techniques?

Are the data analysis techniques clearly defined and described? 25 9 7

Is there any comparative analysis amongst various models/techniques? 34 1 6

Are the performance measures clearly specified? 33 7 1

Did the study perform statistical hypothesis testing? 25 1 15
Does the study use appropriate validation methods? 32 1 8

Is there a description of threats to validity of research? 19 3 19
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Table 2. Primary studies with quality score

SNo.  Study QS SNo. Study QS
PS1  Liu and Khoshgoftaar 2001 [36] 6.5 PS20 Elish et al. 2017 [37] 8
PS2  Khoshgoftaar et al. 2003 [38] 6.5 PS21 Kumar et al. 2017a [39] 8
PS3  Tsantalis et al. 2005 [40] 8 PS22  Kumar et al. 2017b [41] 9
PS4  Sharafat and Tahvildari 2008 [42] 5.5 PS23 Kumar et al. 2017c¢ [43] 7
PS5 Azar 2010 [44] 6.5 PS24 Malhotra and Jangra 2017 [45] 9
PS6  Han et al. 2010 [46] 6 PS25 Malhotra and Khanna 2017a [26] 9.5
PS7  Azar and Vybihal 2011 [29] 7.5 PS26 Malhotra and Khanna 2017b [47] 9.5
PS8 Eski and Buzluca 2011 [48] 5 PS27 Yan et al. 2017 [49] 9.5
PS9  Lu et al. 2011 [24] 7 PS28 Agrawal and Singh 2018 [50] 8
PS10 Romano and Pinzger 2011 [27] 8 PS29 Catolino et al. 2018 [19] 9.5
PS11  Giger et al. 2012 [28] 8 PS30 Ge et al. 2018 [23] 6.5
PS12  Elish et al. 2013 [25] 95 PS31 Liu et al. 2018 [51] 7
PS13  Malhotra and Khanna 2013 [52] 9 PS32 Kaur and Mishra 2018 [53] 8
PS14 Malhotra and Bansal 2014 [54] 6 PS33 Malhotra and Khanna 2018a [55] 9.5
PS15 Malhotra and Khanna 2014 [56] 9 PS34 Malhotra and Khanna 2018b [57] 9.5
PS16 Marinescu 2014 [58] 7 PS35 Zhu et al. 2018 [18] 9.5
PS17 Elish et al. 2015 [59] 6 PS36 Catolino and Ferrucci 2019 [19] 9.5
PS18 Malhotra and Khanna 2015 [60] 8.5 PS37 Kumar et al. 2019 [22] 8
PS19 Bansal 2017 [61] 9.5 PS38 Malhotra and Khanna 2019 [21] 9.5
states the key parameters of primary studies after ﬁ:
the data extraction step. 10
9.
s

5. Review results

The current section states the review results and
the discussions corresponding to the obtained
results. We categorized the primary studies ac-
cording to their publication venue and found
that 37% of the 38 primary studies were con-
ference publications, 59% of the studies were
journal publications and one study each was
published as a technical report and a chap-
ter. The most popular journals were “Infor-
mation and Software Technology” (11% stud-
ies) and “Journal of Software: Evolution and
Process” (8% studies). “International Confer-
ence on Advances in Computing, Communica-
tion and Informatics” and “Innovations in Soft-
ware Engineering Conference” were found to be
the most popular conference venues with 5%
of publications each. Figure 1 depicts a distri-
bution of all the primary studies according to
“publication year”. According to the figure, the
highest number of SCP studies were published
in 2017.

Number of Studies
0
Il

[IE
\} 3 > o & Q Q) L o G
\) Q] N} \) 3} O D’ \Y O D

Year of Publication

Figure 1. Publication year of primary studies

5.1. Predictors used for SCP (RQ1)

This RQ determines the various predictors which
have been used for developing SCP models. An
analysis of primary studies reveals that both
product as well as process metrics have been used
as predictors for SCP. Table 3 lists the various
metrics used in primary studies for developing
SCP models.

According to Table 3, product metrics espe-
cially structural metrics extracted from source
code design have been widely used in SCP
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Table 3. Predictors used by SCP studies

Metric . . Study
category Brief description numbers Category
These metrics are generally source code design metrics, which depict
the structural attributes of a class such as its inheritance, cohe-
Structural s.iveness, size, etc. Mfmy such metric suites have been. prop9sed in PS1
metrics literature such as Chidamber and Kemerer (CK) metrics suite [62], PS38 Product
Quality Models for Object Oriented Design metrics suite [63],
Lorenz and Kidd metrics suite [64], Li and Henry metrics suite [65]
and many others.
These metrics are extracted from the dependency graph of the
Network software and identifies files which are “more central” and are  PSI11, Product
metrics more likely to change, e.g. Degree centrality, Closeness centrality, = PS35
Reachability, etc.
PS12,
. These metrics characterize evolution history of a class, i.e. release ~ PS20,
Evolution . . . .
based metrics by release history of how a class has evolved in previous versions, PS29,  Process
e.g. Birth of a Class, Frequency of changes, Change density, etc. PS33,
PS36
Word . Th(?se metrics quaptlfy the terms used in the source code files and PS35 Product
vector metrics  their names by using bag of words approach.
These metrics quantify various developer related factors such as
entropy of changes introduced by a developer in a given time period,
Developer numb(?r of 'developers employed on a 'spec1ﬁc s.()ftware segment in PS29.
. a specific time, structural and semantic scattering of developers in Process
related metrics . . . . PS36
a specific time period, etc., e.g. entropy of changes applied by de-
velopers in a given time period, structural scattering of developers
that work on a particular class in a given time period, etc.
Sfoftlg??ﬁg? This metric suite combines structural and evolution-based metrics  PS12,  Product
. as they quantify two different attributes (software design and  PS20, and
and evolution . .
) evolution history) of a class. PS33  Process
based metrics
Metrics such as instability and maintainability index used by PS32, PS32
Others probability of change based on inheritance, reference and depen- P837 Product

dency used by PS3.

literature. It was found that all the studies
evaluated this category of metrics. Even pri-
mary studies which proposed other possible
category of metrics (evolution-based, network,
developer-related, etc.) assessed and compared
their proposed predictors with structural met-
rics as they are well established and success-
fully used by numerous studies. We found that
the CK metrics suite was the most commonly
used structural metrics suite in primary stud-
ies, which characterized various OO attributes.
A similar observation was stated by Radjenovic
et al. [12] while analyzing defect prediction stud-
ies. The CK metrics suite consists of Weighted

Methods of a Class (WMC), Lack of Cohesion
amongst Methods (LCOM), Coupling Between
Objects (CBO), Response for a Class (RFC),
Depth of Inheritance Tree (DIT) and Number
of Children (NOC) metrics. Apart from the CK
metric suite, the SLOC metric (a measure of
class size) has also been frequently used in pri-
mary studies. Other product metrics used were
network metrics, word vector metrics and the
“others” category.

Only 16% of primary studies used process
metrics. While PS12, PS20, PS29, PS33 and
PS36 used evolution-based metrics which char-
acterize the evolution history of a class, PS29
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and PS36 used metrics which depict the de-
velopment process complexity by quantifying
developer related factors. It may be noted
that PS12, PS20 and PS33 advocated the com-
bination of both process as well as product
metrics for determining change-prone nature
of a class.

We also analyzed the granularity level over
which these metrics were collected. Five stud-
ies (PS1, PS2, PS11, PS32 and PS35) collected
file-level metrics, one study each collected struc-
tural metrics at interface level (PS10) and method
level (PS4). However, all other studies analyzed
class-level metrics. It may also be noted that cer-
tain studies (PS5, PS7, PS9, PS22, PS23, PS24),
analyzed a large number of OO metrics with re-
spect to different dimensions (cohesion, coupling,
size and inheritance) in order to obtain generalized
results.

5.2. Experimental settings for SCP
(RQ2)

This RQ explores the various experimental set-
tings, i.e. the feature selection or dimensionality
reduction methods, the characteristics of datasets
used for empirical validation, the validation meth-
ods and the performance measures used by SCP
studies.

5.2.1. Feature selection and dimensionality
reduction techniques (RQ2.1)

Primary studies use feature selection or dimen-
sionality reduction techniques to aid the devel-
opment of effective SCP models. We analyzed
these studies to determine the most commonly
used methods (Table 4). An analysis of 38 pri-
mary studies revealed that 58% of them used
either a feature selection or a dimensionality
reduction technique. According to Table 4 the
most commonly used feature selection technique
was Correlation-based Feature Selection (CFS).
Apart from the techniques listed in Table 4,
other primary studies used several other mis-
cellaneous methods (Best-first search (PS12),
Variable Importance (PS15), Rough set analysis
(PS21, PS37), Information Gain (PS21, PS37),

t-test (PS23), Chi-square test (PS37), Genetic
Algorithm (PS23, PS37), Metric Violation Score
(PS27), Wrapper Method (PS36), Consistency
Feature selection (PS37), OneR feature evalua-
tion (PS37)). Apart from feature selection, sev-
eral studies performed correlation analysis to
investigate whether the predictors used are cor-
related with change-proneness attribute (PS8,
PS9, PS10, PS11, PS12, PS13, PS19, PS21, PS22,
PS37).

Certain studies in literature reported spe-
cific OO metrics as effective predictors of
change-prone nature of a class. These metrics
were selected after application of feature selection
or dimensionality reduction techniques. Since, in
RQ1 we reported that the CK metrics suite and
the SLOC metric are popular amongst primary
studies, we state the studies which report these
metrics as effective indicators of change-prone-
ness (Table 5). According to the table, 14 studies
reported metrics which characterize size attribute
(SLOC and WMC) and the ones which charac-
terize coupling attribute (CBO and RFC) as effi-
cient indicators of change-proneness. Moreover,
it may be noted that the inheritance attribute
metric, DIT was only selected as an effective
metric by three studies and there was no study
which selected NOC (another inheritance metric)
as an effective predictor of change-proneness.

5.2.2. Dataset characteristics (RQ2.2)

In order to perform empirical validation, pri-
mary studies have used a number of datasets.
This question explores the characteristics of
these datasets which includes their nature (pub-
lic/private), size, percentage of change and other
attributes.

Software datasets used by primary studies can
be broadly categorized into public/open—source
datasets or private/commercial datasets. We cat-
egorized the datasets in SCP studies and found
that only 5% of these studies used commer-
cial/private datasets. All other SCP studies used
open—source datasets, which are publicly avail-
able. This trend was observed as commercial
datasets are difficult to obtain and is similar to
the one observed by Catal and Diri [10] while
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Table 4. Feature selection/dimensionality reduction techniques

Feature selection/dimensionality reduction

Study numbers

Correlation-based Feature Selection (CFS)

Univariate Analysis

Principal Component Analysis (PCA)

Gain Ratio

Multivariate Regression with forward and backward
selection

PS13, PS18, PS19, PS24, PS25, PS26, PS30, PS34
PS35, PS37, PS38

PS21, PS22, PS24, PS28, PS37

PS12, PS20, PS21, PS37

PS21, PS29, PS37

PS3, PS13, PS22

Table 5. OO metrics selected for SCP in primary studies

Metric Acronym OO Attribute

Study Numbers

SLOC Size
PS34, PS37, PS38
WMC Size
CBO Coupling
RFC Coupling
LCOM Cohesion
DIT Inheritance PS20, PS28, PS37

PS4, PS8, PS15, PS18, PS19, PS21, PS24, PS25, PS26, PS28, PS33

PS8, PS15, PS18, PS20, PS22, PS24, PS25, PS28, PS33, PS34

PS8, PS18, PS20, PS21, PS22, PS24, PS25, PS28, PS33, PS37, PS38
PS8, PS13, PS15, PS19, PS20, PS21, PS28, PS37

PS15, PS20, PS21, PS28, PS37

reviewing defect prediction literature. There-
fore, researchers tend to validate their results on
datasets that are open—source and easily avail-
able in software repositories.

We also investigated the language used to de-
velop the datasets, which are used for empirical
validation for SCP. Only four studies (PS1, PS2,
PS15, PS18) used datasets developed using the
C++ language. It may be noted that all other
studies used datasets developed in Java language.

The datasets used in primary studies for SCP
are of varying sizes and with different percentage
of change-prone classes. For each study, we ana-
lyzed the number of datasets used and the mini-
mum and maximum size of datasets in terms of
number of data points, i.e. classes (Table 6). We
also state the minimum and maximum percent-
age of change in the datasets used by these stud-
ies (Table 6). It was noted that certain datasets
were used by more than one primary study. The
name of such datasets and the studies which use
them are listed in Table A2 (Appendix A).

It is also important to evaluate whether the
datasets used for developing models are imbal-
anced in nature. A dataset is said to be im-
balanced if it has a disproportionate number
of change-prone and not change-prone classes.
We state the number of datasets which were

found to be imbalanced for a specific study
in Table 6. As it is more important to deter-
mine the change-prone classes correctly, one
should have sufficient number of change-prone
classes in a dataset for effectively training the
model. We term a dataset as imbalanced if it
has less than 40% of change-prone classes. Stud-
ies from which relevant information could not
be extracted are not shown in the table. Ac-
cording to the information shown in Table 6,
the size of datasets used in primary studies for
SCP varies from 18-3,150 data points. There-
fore, these studies have analyzed small sized,
moderately sized and large-sized datasets for
developing SCP models. It may also be noted
that the percentage of change found in these
datasets varies from 1-97%. However, in a ma-
jority of the studies 25-100% of datasets an-
alyzed were imbalanced in nature. Only few
studies (PS26, PS30, PS35, PS36) addressed
the issue of learning from imbalanced training
data in SCP literature. It is mandatory for re-
searchers to take active steps to develop effec-
tive prediction models from imbalanced datasets
in order to develop reliable and unbiased mod-
els. On the other hand, it should be noted
that though having an imbalanced dataset is
an issue while training the model, it is good
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Table 6. Study-wise details of datasets

Number of data points

Percentage of change

Number of datasets

SNo.

Minimum Maximum Minimum Maximum mbalanced datasets (%)
PS1 - 1,211 - 24% 1 (100%)
PS2 - 1,211 - 24% 1 (100%)
PS3 58 169 25% 50% 2 (50%)
PS4 - 58 - 25% 1 (100%)
PS5 18 2,737 - - 15 ()
PS6 44 62 - - 1(-)
PS7 18 958 - - 8 ()
PS8 38 693 - - 3 ()
PS9 38 2,845 - — 102 (-)
PS10 25 165 - - 10 (-)
PS11 98 788 - - 2 ()
PS12 36 170 4% 91% 20 (50%)
PS13 254 657 10% 52% 3 (67%)
PS14 607 2,786 1% 97% 12 (25%)
PS15 108 510 45% 66% 6 (0%)
PS16 - - - - 18 (-)
PS17 36 60 - - 2 (0%)
PS18 108 510 45% 66% 3 (0%)
PS19 685 756 24% 33% 2 (100%)
PS20 36 170 4% 8% 13 (38%)
PS21 - - - - 1(-)
PS22 1,507 1,524 7% 16% 5 (100%)
PS23 83 1,943 30% 68% 10 (30%)
PS24 348 434 4% 30% 2 (100%)
PS25 72 374 19% 63% 6 (50%)
PS26 72 350 6% 3% 6 (100%)
PS27 53 3,150 8% 94% 14 (57%)
PS28 608 1,496 9% 46% 5 (80%)
PS29 - - 19% 35% 20 (100%)
PS30 341 1,505 3% 83% 20 (65%)
PS31 53 3,150 2% 93% 14 (64%)
PS32 86 130 14% 59% 4 (75%)
PS33 210 375 4% 52% 9 (67%)
PS34 78 1,404 29% 88% 10 (40%)
PS35 272 1,705 8% 17% 8 (100%)
PS36 121 2,2,46 22% 3% 33 (100%)
PS37 83 1,943 30% 68% 10 (30%)
PS38 222 1,101 16% 62% 15 (53%)
Note: “~” indicates the corresponding information was not found in the study.

that only few classes are change-prone. There-
fore, only these few classes require constant
monitoring and most of the maintenance re-
sources can be focused on these classes. In case
majority of the classes are change-prone, soft-
ware practitioners might face a tough time man-
aging constraint resources during maintenance

and testing.

5.2.3. Validation methods (RQ2.3)

Studies in literature have used various validation
methods for developing SCP models which can be
broadly categorized into within-project methods
and cross-project methods. Within-project vali-
dation models use training and testing data of the
same software project. The training data used by



Software Change Prediction: A Systematic Review and Future Guidelines

237

the model is obtained from the previous versions
of the same project and is validated on the later
versions. On the contrary, in cross- project valida-
tion, the prediction model is trained using data
from one project (say Project A) and is validated
on another project (Project B). Cross-project
validation is useful in case historical data of the
same software project is not available. Figure 2
depicts the most commonly used validation meth-
ods in SCP studies. An analysis of the figure
reveals that majority of studies developed mod-
els with within-project approach. It can be per-
formed using either hold-out validation, K-fold
cross validation or Leave-one-out Cross Valida-
tion (LOOCV), which are described below:

— LOOCYV: For a dataset having N instances,
this method requires N iterations. In each
iteration, all data points except one are used
as training instances. The remaining data
point is used for validation. It is ensured that
all data points are used at least once for vali-
dating the developed model. Only one study
(PS17) used LOOCV.

— K-fold Cross Validation: The whole dataset
is randomly split into K parts, which are
nearly equal in size. Thereafter, K iterations
are performed. In each iteration, only one
partition is excluded for validation, while all
others are used for training the model. As in
LOOCYV, each partition is used for validation
at least once. The most frequently used value
for K is 10. Only one primary study each
used K = 20 (PS22) and K =5 (PS37). It is
the most popular method for validating SCP
models.

— Hold-out Validation: The available data
points are randomly split into testing and
training sets using a specific ratio. One of
the most common ratio used for partitioning
is 75:25. In such a case, 75% of data points
are used while training and the remaining
25% of data points are used while validation.
However, the method has high variability due
to random division of training and test sets.
The points which make the training and test
sets may affect the performance of the devel-
oped model. Only four studies used hold-out
validation.

Cross Project -
Hold-out -

Validation Method

K-fotd Cross [

0 5 10 15 20 25
Number of Studies

Figure 2. Validation methods in primary studies

Apart from within-project validation, cross-
project validation was used by seven SCP studies
(PS14, PS18, PS23, PS24, PS30, PS31, PS38).
Also, inter-version validation, where different re-
leases of the same dataset are used for training
and validation was used by two studies (PS14,
PS26). We found that k-fold cross validation is
the most popular validation method as it pro-
vides the mean results obtained in various parti-
tions, thereby reducing variability. As a result, the
data is insensitive to the created partitions as in
the case of hold-out validation. PS29 considered
the time dimension for validating the developed
model. They used a three month sliding window
to train and test SCP models as the developers
metrics used by the study encapsulate developer
dynamics in a given time period.

5.2.4. Performance measures (RQ2.4)

The developed SCP models in primary studies

are assessed using various performance measures.

This RQ investigates the most commonly used

performance measures, depicted in Figure 3. The

definitions of these measures are stated as fol-
lows:

— Accuracy: It depicts the percentage of cor-
rectly predicted classes (change-prone and
not change-prone category).

— Recall: Tt is an estimate of the percent-
age of correctly predicted change-prone
classes amongst the total number of actual
change-prone classes. It is also commonly re-
ferred to as Sensitivity. A complementary
measure of Recall is specificity. Specificity rep-
resents the percentage of correctly predicted
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not change-prone classes amongst the total
number of actual not change-prone classes.

— Precision: It depicts the percentage of
correctly predicted change-prone classes
amongst the total number of predicted
change-prone classes.

—  F-measure: It is computed as the harmonic
mean of recall and precision.

— Area Under Receiver Operating Character-
istic Curve (AUC): It is a plot of recall and
specificity. Recall is depicted on the y-axis,
while a value of 1 specificity is depicted on
the x-axis. The area under the depicted plot
gives an estimate of the model’s performance.

25

20

15
10
5 I
0

Accuracy Recall Precision F-measure

Number of Studies

Performance Measure

Figure 3. Commonly used performance measures in
primary studies

It may be noted that a model which attains
higher value for all the discussed performance
measures is desirable. According to Figure 3, the
most commonly used measure is accuracy. How-
ever, in case of imbalanced datasets, accuracy is
not an appropriate measure [66-68]. Even if the
percentage of correctly predicted change-prone
classes are very few, accuracy values can be high
as the performance measure is not sensitive to
class distributions. On the contrary, the AUC
measure is effective as it takes into account both
recall and 1 specificity. Researchers should use
an appropriate performance measure to yield
unbiased results. Selection of an appropriate per-
formance measure is vital to strengthen the con-
clusion validity of the study. Apart from the mea-
sures shown in Figure 3, there were several other
performance measures (Type I error, Type II er-
ror, Overall misclassification error, False positive

ratio, False negative ratio, Specificity, Probability
of False Alarm (PF), Goodness of fit, J-index,
G-measure, G-mean, Change cost, cost ratio, Bal-
ance, Mathews Correlation Coefficient), which
were used by only few studies.

5.3. Data analysis algorithms
used for SCP (RQ3)

Prediction models require the aid of data analy-
sis algorithms, which can be broadly categorized
into statistical or ML. Statistical algorithms in-
clude regression techniques such as binary Lo-
gistic Regression (LR), polynomial regression or
Linear Discriminant Analysis (LDA). ML algo-
rithms include various categories such as Decision
Trees (DT), Bayesian algorithms, Artificial Neu-
ral Networks (ANN), ensembles, Search-Based
Algorithms (SBA), etc. We first investigate the
most popular category of algorithms for develop-
ing SCP models.

5.3.1. Popular category of data analysis
algorithms (RQ3.1)

Certain primary studies used only a specific cate-
gory of algorithm, i.e. only statistical or only ML,
while certain others used more than one category.
Figure 4 depicts the number of primary studies
using the various categories of algorithms. A new
category of algorithms, i.e. ensembles algorithms
were used by certain studies (PS17, PS20, PS21,
PS23, PS34, PS37, PS38), which were ensemble
of several base learning algorithms. For instance,
PS17 used an ensemble of Multilayer Perceptron
(MLP), Support Vector Machine (SVM), Genetic
Programming (GP), Logistic Regression (LR)
and k-means techniques which were aggregated
using majority voting. According to Figure 4,
ML algorithms are the most popular category,
followed by the statistical algorithms. The disad-
vantage of statistical algorithms over ML ones is
that the models developed using statistical tech-
niques are not easily interpretable [69]. Another
disadvantage of statistical models is that they are
highly reliant on data distribution and are based
on assumptions which may not be fulfilled by
the software product data whose change-prone-
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ness is to be predicted [69]. Out of the 38 stud-
ies, three studies did not use any specific algo-
rithm but predicted classes using a certain set of
equations (PS4), by using a combined rank list

(PS8) or by using random effect meta-analysis
model (PS9).

Ensemble -

w. I
0 5 10 15 20 25 30 35
Number of Studies

Figure 4. Categories of techniques

5.3.2. ML algorithms used for SCP (RQ3.2)

The ML algorithms can be further divided into
several categories in accordance with Malhotra
[15]. Table 7 states the various sub-categories of
ML techniques which are used by SCP studies.
These sub-categories are Decision Trees (DT),
Bayesian algorithms, SVM, ML Ensemble, ANN
and SBA. Other remaining algorithms were
grouped into a miscellaneous category.

We further analyzed the percentage of pri-
mary studies which used a specific category of
ML algorithms amongst the primary studies
which used an ML algorithm for SCP (Figure 5).
It was noted that ANN is the most popular cate-
gory of ML algorithms which are used by 53% of
studies. ANN are capable of modeling complex
non-linear relationships and are adaptive in na-
ture making them suitable for change prediction
tasks. The next popular category of techniques
were SBA, used by 41% of studies. It is a subclass
of ML algorithms, which have recently gained
popularity. SBA are self-optimizing techniques,
which are capable of dealing with noisy and im-
precise data. ML ensemble algorithms, which
form several classification models using variants
of training set and use voting scheme to com-

bine these models are also a popular category of
techniques used by 41% of studies.

60
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20
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ML Categories

Change Prediction Studies (%)

Figure 5. Sub-categories of ML algorithms

5.4. Predictive performance
of ML algorithms for SCP (RQ4)

The various ML algorithms investigated in the
primary studies for developing SCP models
should be assessed so as to ascertain their ef-
fectiveness.

5.4.1. Predictive capability of ML algorithms

In order to assess the capability of ML algorithms,
we state the values of popular performance mea-
sures of the developed SCP models. However, we
need to generalize our results and avoid any bias.
This was done by reporting the results of models
developed by those algorithms which were vali-
dated by using at least three different datasets and
by at least two of the primary studies. This would
forbid an algorithm which exhibits exceptional
performance only in a certain study or only by
using certain datasets to be declared as a superior
one. We analyze the statistics in accordance with
the datasets. However, it may be the case that
the performance of a technique varies due to its
application on a specific dataset. Thus, we remove
outlier values in accordance with the investigated
datasets. We also report the median values to
reduce biased results. The following rules were
observed while extracting various statistics [6,15].
The rules are chosen so that optimum values
attained by a technique may be reported. This is
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Table 7. Sub-categories of ML algorithms

Sub-category

ML algorithms

Decision Tree
(DT)
Bayesian
SVM

Artificial
Neural
Networks
(ANN)

ML Ensemble
Search Based

C4.5, J48, Classification And Regression Tree (CART)

Naive Bayes (NB), Bayesian Network (BN)
SVM, Linear Kernel SVM, Sigmoid Kernel SVM, Polynomial Kernel SVM, Least-Square
SVM (Linear, Polynomial and RBF kernels)
MLP, MLP with Conjugate Learning (MLP-CG), Radial Basis Function (RBF), Group
Method of Data Handling (GMDH), Extreme ML (Linear, Polynomial and RBF kernels)

Random Forests (RF), Bagging (BG), Adaptive Boosting (AB), LogitBoost (LB)
Ant Colony Optimization (ACO), Constricted Particle Swarm Optimization (CPSO),

Algorithms Decision Tree-GP, Decision Tree- GA (DT-GA), GP, Genetic Expression Programming
(SBA) (GEP), Hierarchical Decision Rules (HIDER), Memetic Pittsburgh Learning Classifier
System (MPLCS), Supervised Classifier System (SUCS), X Classifier System (XCS),
Genetic Algorithm with Adaptive Discretization Intervals (GA-ADI), Fuzzy Learning
based on Genetic Programming Grammar Operators and Simulated Annealing (GFS-SP),
Fuzzy Learning based on Genetic Programming (GFS-GP), Genetic Fuzzy System Ad-
aBoost (GFS-AB), Genetic Fuzzy System- LogitBoost (GFS-LB), Genetic Fuzzy System
MaxLogitBoost (GFS-MLB), Genetic Algorithm with Neural Networks (GANN), Neural
Net Evolutionary Programming (NNEP), Particle Swarm Optimization- Linear Discrimi-
nant Analysis (PSO-LDA); Structural Learning Algorithm in a Vague Environment with
Feature Selection (SLAVE)
Miscellaneous ~ K-Nearest Neighbor (K-NN), k-means, KStar, Non-Nested Generalized Exemplars
(NNGE), PART, Decision Table
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important as the performance of an ML algorithm

is dependent on its internal parameter settings.

— If a specific study develops models on the -
same dataset more than once with different
experimental settings, we choose the best per-

Figure 6. Dataset-wise accuracy outliers of ML algorithms

formance measure values obtained by the tech-
nique.

In case there is more than one study which
develops models using the same dataset and
the same technique, we use the best of per-
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Figure 7. Dataset-wise AUC outliers of ML algorithms

formance measure value reported in all the

studies.

According to Section 5.2.4, the most com-
monly used performance measures by SCP stud-
ies are accuracy and AUC. Figure 6 depicts the
dataset-wise outliers of different ML algorithms
with respect to accuracy measure. According to
the figure, the Hibernate dataset was an out-
lier for both MLP and LB algorithms, showing
lower accuracy values than all other investigated
datasets. JFreechart 0.7.2 is exhibited as an out-
lier for GFS-LB, GFS-SP and NNEP algorithms.
Figure 7 depicts the dataset-wise outliers of differ-
ent ML algorithms with respect to AUC measure.
According to the figure, NB, BG, RF and MLP
algorithms were found to have outliers with lower
AUC values except the 10 dataset which had
higher AUC values for BG and RF.

As discussed before, a good change predic-
tion model exhibits higher values of accuracy
and AUC measures. Table 8, 9 presents the com-
parative results of the change prediction models
developed using ML algorithms for the accuracy
and AUC measure respectively. The tables re-
port the statistics values along with the count of
datasets from which the statistics were extracted,
after removing the outliers.

As depicted in Table 8, the majority of ML
techniques (except k-means and SVM) depicted
mean accuracy values in the range 60-80%. The
BG technique depicted the best mean accuracy

value of 81.72%. With respect to median ac-
curacy values, the best median value was de-
picted by the BG technique. As depicted in
Table 9, with respect to AUC, the majority
of ML techniques (except k-means, RBF and
SVM) depicted a mean AUC value in the range
0.65-0.78. Both the BG and RF techniques de-
picted the highest mean AUC value of 0.77.
The best median AUC values were depicted
by AB, RF and BG techniques of 0.76 each.
These results indicate effectiveness of ML tech-
niques in determining change-prone nature of
classes/modules.

It may be noted that the BG, RF and AB
techniques belong to the ensemble category of
ML algorithms. Therefore, their effective predic-
tive capability is a result of aggregation of results
of several base models. This leads to stable and
robust models. It may also be noted that the SBA
(GFS-AB, GFS-GP, GFS-LB, GFS-SP, NNEP,
HIDER) also exhibit good accuracy results. SBA
are effective in optimizing the accuracy of the
developed SCP models. This category of ML
algorithms needs to be further explored as their
results are promising. The statistics reported in
Tables 8, 9 reveal that the use of ML algorithms
for change-proneness prediction tasks should be
encouraged as they yield effective results.

Furthermore, we also conducted a meta-anal-
ysis of the review studies, which reported the
AUC performance measure. This was done in



242

Ruchika Malhotra, Megha Khanna

Table 8. Accuracy results of ML algorithms for SCP models

ML Algorithm Count Minimum Maximum Mean Median S.D.
AB 17 60.00 96.30 78.92  79.90 10.78
BG 16 63.71 96.30 81.72  80.95 9.25
C4.5 11 63.86 77.33 69.95  69.99 3.55
GEP 3 60.00 77.78 70.24  72.94 7.50
GFS-AB 6 74.50 86.20 78.05  76.00 4.06
GFS-GP 6 65.70 84.60 76.38  76.90 5.91
GFS-LB 5 76.00 78.40 77.10  77.00 0.93
GFS-SP 6 69.00 80.20 73.87  73.50 3.56
HIDER 3 71.00 76.00 73.67  74.00 2.05
k-means 16 26.99 91.17 54.51 56.91 18.73
LB 28 12.88 96.61 71.13 78.10 22.75
MLP 38 30.10 96.30 73.00 75.72  16.56
NB 15 59.00 95.38 77.98 7819  10.22
NNEP 6 72.00 77.90 75.25  75.25 1.98
RF 25 57.91 98.18 79.32 75.70  10.58
RBF 27 6.38 98.00 63.32  72.00 24.69
SVM 17 6.38 92.29 53.15  60.33  28.20
S.D. indicates Standard Deviation.
Table 9. AUC results of ML algorithms for SCP models

ML Algorithm Count Minimum Maximum Mean Median S.D.
AB 25 0.47 0.96 0.74 0.76 0.18
BG 32 0.59 0.96 0.77 0.76 0.11
BN 21 0.58 0.91 0.72 0.71 0.09
C4.5 4 0.55 0.80 0.65 0.63 0.09
GEP 3 0.55 0.73 0.66 0.71 0.08
k-means 16 0.11 0.70 0.40 0.34 0.17
LB 31 0.12 0.98 0.65 0.72 0.23
MLP 47 0.24 0.90 0.69 0.74 0.16
NB 32 0.47 0.95 0.74 0.75 0.09
RBF 16 0.12 0.63 0.41 0.42 0.16
RF 31 0.60 0.98 0.77 0.76 0.10
SVM 27 0.11 0.88 0.53 0.51 0.24

S.D. indicates Standard Deviation.

order to evaluate the performance of ML meth-
ods in the domain of SCP. Figure 8 reports the
forest plot of primary studies with the summary
performance measure statistic per study. The
weights to the primary study were allocated on
the basis of standard error, i.e. higher standard
error indicated lower study weight [70]. The con-
fidence interval is computed at 95%. We assessed
the random effects model as the studies were
heterogeneous in terms of datasets, ML methods
and their performance. The overall effect in the
figure indicates that ML methods are effective
for SCP.

5.4.2. Comparative performance of ML
algorithms

We investigate the comparative performance of
various ML algorithms with each other and with
traditional statistical algorithms used for devel-
oping SCP models. The explored hypothesis is
stated as follows:

Null Hypothesis (HO): There is no statistical
difference amongst the performance of different
ML algorithms when compared with each other
and with the statistical technique (LR), while
developing SCP models.
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Figure 8. Forest plot

Alternate Hypothesis (H1): There is signifi-
cant difference amongst the performance of dif-
ferent ML algorithms when compared with each
other and with the statistical technique (LR),
while developing SCP models.

The comparative performance was evaluated
dataset-wise and the rules were similar to the
ones followed in RQ4. Furthermore, Wilcoxon
signed rank test was performed at a significance
level of 0.05 for statistical evaluation of the com-
parative results. We compared the performance
of 17 ML algorithms namely, MLP, BG, AB,
RF, RBF, SVM, C4.5, k-means, LB, HIDER,
GFS-AB, GFS-GP, GFS-LB, GFS-SP, NNEP,
NB and BN amongst each other and with LR.
LR is chosen as it is the most common statisti-
cal algorithm used in SCP literature. The other
ML algorithms were chosen as we could extract
sufficient data from primary studies for their
comparison.

Tables 10, 11 report the results of the
Wilcoxon signed rank test when different algo-
rithms are compared with one another and with
the LR algorithm according to accuracy and
AUC performance measures respectively. The
symbols used in the table represent whether the
performance of the technique stated in the row

is significantly superior (BT*), significantly infe-
rior (WR*), superior but not significantly (BT),
inferior but not significantly (WR) or equivalent
(=), when compared with the technique stated
in the column. We consider the two compared
techniques as equivalent when the pairwise com-
parison amongst the techniques yield equal num-
ber of negative and positive ranks in Wilcoxon
signed rank test. According to Table 10, the
MLP technique shows significantly better perfor-
mance than LR, C4.5 and NB techniques in terms
of accuracy measure. The performance of MLP
technique is worse but not significantly, when
compared with the AB technique. MLP’s accu-
racy performance is better than RF, RBF, SVM,
k-means and LB techniques but not significantly.
The Wilcoxon test results according to AUC
measure depicted in Table 11 show that the RF,
LB, BN and NB algorithms showed significantly
better AUC performance than various other algo-
rithms. The MLP algorithm also depicts better
AUC values than five other compared algorithms,
but not significantly.

It may be noted from the results of Table 10,
11 that three ML algorithms depicted better ac-
curacy results than the statistical algorithm, LR.
However, four algorithms (SVM, GFS-SP, NNEP



Ruchika Malhotra, Megha Khanna

244

1T 9[qe], Se oures S[oqUIAG

- «Ld aN L9 L9 pLd Ld 1Ld M «Ld dM «Ld Nd
*dM - dN Ld UM aN dN aN dN Ld dN UM Sueom-5f
1Ld dN - dN dN aN daN aN dN dN dN UM gvO
xdM UM dN - UM aN UM dM M Ld dN UM A4
*dM Ld dN Ld - UM UM Ld M «Ld «dM «1Ld d7T
UM aN dN Ld 1Ld 1Ld - 1Ld Ld Ld «Ld  xLd a4
UM dN dN Ld UM 1Ld UM - *dM L sdM 1d qav
1Ld aN dN Ld NRS 1Ld UM «1d - Id  «dM  x1d 0d
*dM M AN UM sdM M M I dM - UM M INAS
1d dN dN dN SON JES IRON 1 ERORS DA\ GRON 1S BN R 3| Ld - UM dN
xdM Ld Ld L «dM «dM «dM I 9 1d Ld - dTIN
Nd  sueewi-y  GyDH AdY S| 1T a4 av Dd  IWAS AN dJTIN  enbruydag,

“JSH YHIm pareduwrod aq jouued SaNDIUYDIS) 99 S9)edTpul

(s3nsoI 1593 UOXOD[IA ) DINsRIW )|y UO paseq swryLiod[e TN jo uostreduro)) “TT o[qe],

[7t]

{pajoeIIXe 9q j0u Pnod eyep uostreduwrod 9)1smbar seyedrpur (N,

{S1INSaI JUeOYIUSIS 10U IN( 9SIOM SURBIW AN, PUR SINSOI 9SI0M ATIURIYIUSIS S9JRITPUL M,
UeOYIUSISUL 0] 10330¢] I, ‘SHNSAT 10339q A[JUROPIUSLS (L, *SURIW-Y (M ‘dD-SADdDD ‘dT-SAD AT *dS-SdD ‘dSD ‘dV-SdD :dvD

- dN aN dN aN aN dN *xdM AN AN daN dN aN  «dM I I dM dN
dN - 1Ld M 1Ld UM 1d dN dN dN dN dN UM daN 1Ld dN dN dUNN
dN UM - UM 1Ld UM UM dN N dN dN N UM daN 1Ld dN dN dS-SdD
daN Ld 1Ld - 1Ld 1Ld aN daN dN dN daN daN aN daN aN aN dN d71-SdD
dN M UM M - M aN dN dN dN dN dN dN dN dN dN adN  dO-SdD
dN Ld 1Ld UM 1Ld - aN dN dN dN dN dN aN dN aN dN dN  dv-Sdd
dN M 1Ld dN aN aN - dN dN dN dN dN aN daN 1Ld aN dN HAIAIH
«Ld dN dN dN dN aN aN - ILd dN «1d Ld N M 1Ld Ld M a1
aN dN aN dN aN aN aN UM - aN Ld Ld aN dN aN dN UM suesl-y
aN dN aN dN aN aN aN dN aN - aN «dM AN s«9dM  dN aN  «dM SN %0)
dN dN aN dN dN aN daN +dM UM AN - AN UM dN dN dN M INAS
dN dN aN dN aN aN dN M dM «1d  1d - aN 1d aN dN UM GESk!
«Ld dN aN dN aN aN aN Ld N «Id9d dN M «1d - rLd Ld M a4
« L9 M UM dN dN dN M M AN dN dN N 9 M 9M - UM Ld av
Ld dN aN dN aN aN aN M AN dN dN dN Ld UM Ld - «Ld 0d
PARS dN aN dN aN aN aN Ld Id «1d 1d Ld «Ld 149 UM UM - dTIN
AN dUNN dSO dTO dOD dvd YddIH d1 WM S7D WAS ddd Y1 JY4 dav od  dTIN 081y

(S)INSAI 1899 UOXOI[IAY ) SINSLOW ADRINDIOR U0 Paseq swjLIod[e TN Jo uostreduwro)) (T 9[qRL



Software Change Prediction: A Systematic Review and Future Guidelines

245

and AB) showed worse accuracy results than LR.
With respect to AUC, five ML techniques were
found better than LR and three were found worse
than LR. This indicates effective performance
of ML algorithms when compared to that of
the LR algorithm. However, more studies need
to be conducted for an extensive comparison of
various ML algorithms with that of LR. Also,
as a number of columns in Tables 10, 11 have
the value “ND”, where sufficient data was not
found to compare the predictive ability of ML
algorithms. Therefore, more studies are needed
which perform extensive comparison of different
ML algorithms with each other based on different
performance measures. However, on the basis of
current analysis we reject the null hypothesis HO.

5.5. Statistical tests used by SCP studies
(RQ5)

Statistical verification of a study’s results is im-
portant in order to yield reliable conclusions.
66% of primary studies used statistical tests
for validating their results. These tests can
be broadly categorized as parametric tests or
non-parametric tests.

Twenty-five primary studies which predicted
change-prone nature of a class/module statis-
tically validated their results. Out of these 25
studies, 88% of studies used non-parametric tests,
while the others used parametric tests. This trend
was observed as parametric tests require stringent
assumptions which should be fulfilled before their
application. In order to verify the assumptions
of normal tests, we require complete informa-
tion about the population distribution. Though
these characteristics make normal tests powerful
but they are harder to apply when compared
with non-parametric tests. Non-parametric tests
are easy to understand and use. Thus, they are
favored by the research community. Figure 9
states the number of studies using the most com-
monly used statistical tests. These tests were the
Wilcoxon signed rank test, Friedman test, t-test,
Scott—Knott test and Cliff’s test used by 15, 9, 2,
2 and 2 studies respectively. The most popular
test was Wilcoxon signed rank test. The popular-
ity of Wilcoxon test is due to its non-parametric

nature. Moreover, the test can be used individu-
ally for pairwise comparisons or as a post-hoc test
after the application of Friedman test [6]. Certain
other tests (ANOVA, Mann-Whitney, Nemenyi,

Proportion) were used by one study each.
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Figure 9. Statistical tests used in primary studies

5.6. Threats to validity in SCP studies
(RQ6)

This RQ extracts and analyzes the threats to
empirical studies which develop SCP models. It
is essential for a researcher to scrutinize all prob-
able threats in the early phases of an experiment
so that the obtained results are valid and re-
liable. This would ensure proper experimental
design so that majority of identified threats can
be mitigated. Furthermore, one should mention
the probable threats so that the readers are aware
of the limitations. We extracted the threats from
the primary studies of the review, which have
a separate section for “Threats to validity” or
“Limitations”.

5.6.1. Categories of threats (RQ6.1)

The probable threats to SCP studies are cate-
gorized into conclusion, internal, construct and
external threats.

Table 12 states the various threats corre-
sponding to each category along with the studies
which state them. It may be noted that we state
only those threats which are mentioned in at least
two or more primary studies. Threats specific to
a study’s experimental design are omitted to
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Table 12. Threats to validity in SCP studies

Threat No.

Category

Threat Description (Study Numbers)

T1

T2

T3

T4

T5

T6

T7

T8

T9

T10

T11

T12

T13

T14

T15

T16

T17

T18

Conclusion

Conclusion

Conclusion

Internal

Internal

Internal

Internal

Construct

Construct

Construct

Construct

Construct

Construct

External

External

External

External

External

Absence of appropriate statistical tests for validating study’s results. (PS10,
PS16, PS25, PS26, PS29, PS33, PS34, PS36, PS38).

Absence of multiple and stable performance measures. (PS25, PS26, PS29,
PS33, PS36, PS38).

Not accounting for validation bias by using inappropriate validation method,
(PS25, PS26, PS29, PS33, PS34, PS38).

Omittance of significant variables that act as predictors or may affect the
predictors, (PS3, PS11, PS31).

Inability to address the confounding effect of other variables such as class size
or other factors (such as developer experience, application domain, etc.) on
the relationship between dependent and independent variables, (PS9, PS12,
PS27, PS33).

Does not account for the “causal effect” of the predictors on the target variable,
(PS11, PS12, PS13, PS19, PS24, PS25, PS26, PS32).

Does not account for different rules or thresholds for computing the dependent
and the independent variables, (PS9, PS10, PS24, PS27, PS29).

The type of change, i.e. whether it is corrective, adaptive, perfective or preven-
tive is not taken into account, (PS9, PS12, PS13, PS19, PS24, PS29, PS36,
PS38).

OO metrics may not be accurate representatives of the OO concepts they
propose to measure, (PS9, PS12, PS19, PS24, PS25, PS26, PS33, PS34, PS38).
Independent variables (OO metrics) and dependent variable may not be cor-
rectly collected, (PS9, PS11, PS12, PS13, PS16, PS19, PS21, PS24, PS25,
PS26, PS32, PS34).

There may be possible imprecisions in computation of change-proneness at-
tribute, (PS29, PS32, PS36, PS38).

The severity of change and the effort spent by software practitioners in changing
code fragment is not taken into account while computing change-proneness,
(PS29, PS21, PS36).

Absence of data pre-processing to eliminate noisy data or feature selection for
choosing effective feature sets, (PS11, PS26, PS29, PS33, PS36).

Obtained results may be specific to a certain domain, i.e. all validated datasets
belonging to the same domain, (PS3, PS10, PS11, PS12, PS19, PS21, PS25,
PS26, PS29, PS34, PS35, PS36, PS38).

Obtained results may not be validated on datasets of appropriate size or
appropriate number of datasets, (PS10, PS12 PS13, PS16, PS19, PS22, PS24,
PS26, PS27, PS29, PS31 PS32, PS34, PS35, PS36, PS38).

Obtained results may not be easily replicated, (PS10, PS16, PS25, PS26, PS33,
PS34, PS38).

Obtained results may not be validated on industrial datasets, (PS16, PS22,
PS31).

Obtained results may not be validated on datasets developed using different
programming languages or programming paradigms, (PS13, PS16, PS21, PS24,
PS25, PS26, PS27, PS29, PS31, PS32, PS33, PS34, PS36, PS38).

yield unbiased results. As stated in Table 12, we  5.6.2. Mitigation of threats (RQ6.2)

found 3 conclusion validity threats, 4 threats to

internal validity, 6 construct validity threats and This RQ explores how the various threats iden-
5 external validity threats. It may be noted that tified in RQ7.1 are addressed by the primary
T16 was also referred to as “Reliability threat” studies. We state the steps suggested by primary

in two studies.

studies to mitigate the corresponding threats
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Table 13. Mitigation of threats to validity in SCP studies

Threat No.

Threat Mitigation

T1

T2

T3

T5

T6

T7

T9

T10

T11

T13

T14
T15

T16

T17

T18

The results of a study should be validated using proper statistical tests. In case the underlying
data does not fulfill the assumptions of a parametric statistical test, non-parametric statistical
tests may be used.

Multiple and stable performance measures should be used which give a realistic estimate of
the model’s performance.

One should use an appropriate validation method so that the results are not biased due to
selection of training and testing datasets.

The confounding effect of variables may be evaluated by first building a univariate regression
model of the confounding variable C' on each predictor P. Thereafter, find the difference
between predicted values by the regression model from P to obtain a new variable P’. The
obtained P’ is free from confounding effect.

Controlled experiments should be carried out where only one specific predictor variable
should be varied while keeping all other variables constant to determine the “causal” effect
of predictor variables.

Additional thresholds or rules may be used to determine the impact of these on dependent
and the independent variables.

OO metrics which are commonly used in literature and have been validated by previous
studies may be used.

The tools used for collecting independent and dependent variables should be manually
verified to ascertain their correctness. The use of public datasets, which have been verified
by previous studies also mitigate the threat.

Strategies which have been well recognized in previous literature studies for computation of
change-proneness attribute should be adopted, i.e. designation of a class as change-prone
or not change-prone should be done in accordance with the definitions that have been well
established in the past such as those followed by [9,12].

Effective data pre-processing strategies should be adopted for eliminating noisy data. More-
over, selection or extraction methods should be used for selecting relevant features.

The results should be validated on datasets belonging to different domains.

The results should be validated on datasets of appropriate size and on an appropriate number
of datasets.

The use of open—source datasets enhances the replicability of the study. Furthermore, the
tools used to implement the approach should be available. The steps conducted in the
experiment should be clearly presented to ease replicated experiments.

The results should be validated on industrial datasets or datasets whose characteristics are
similar to industrial datasets.

The results should be validated on datasets developed using different programming languages.

in Table 13. The table states the mitigation of
only those threats, whose mitigation could be

to obtain generalized results in the domain of

SCP.

extracted from primary studies.
The threats which were only mentioned in the

“Threats to Validity” section of primary studies
(T4, T8, T12), but could not be mitigated by the
study or whose mitigation was not suggested are
not stated in the table. Researchers should in-
corporate these steps (Table 13), while designing
the experimental set-ups of their study in order
to ensure reliable results. Also, several studies
should be performed with different size, cate-
gory, domain and other dataset characteristics

6. Threats to validity

While searching for relevant candidate studies,
we applied the search string to only the titles of
the studies. Thus, we may fail to include studies
which do not use the key terms in their titles.
However, as we have extensively searched for can-
didate studies in the mentioned search databases,
have included journal as well as conference stud-
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ies, have searched for key authors and have also
searched the reference lists of the included papers,
we are positive that we have not missed a relevant
study. It may be noted that the review is based
on the presumption that all the primary studies
are unprejudiced. In case, this is not true, there is
a possible threat to the review results [6,71] The
review also rules out all unpublished results [6].

In order to extract primary studies from can-
didate studies, both the authors independently
applied the quality assessment criteria on each
study. This practice ensures conclusion validity
of the obtained results. Publication bias is a pos-
sible threat to the results of this review. In lieu of
publication bias, it is highly likely that a primary
study would publish positive results on appli-
cation of a ML technique for developing SCP
model as compared to negative results [72]. It
could also be a scenario where researchers might
claim that their proposed technique outperforms
other established techniques in literature. This
could lead to an exaggeration of the capability
of ML techniques for developing SCP models.
This threat was addressed in two ways. Firstly,
we included primary studies which “reported
and compared various data analysis algorithms
amongst themselves for developing SCP models™.
These studies are unlikely to be biased towards
specific ML techniques as they do not propose
a data analysis algorithm of their own. Secondly,
while comparing the predictive capability of ML
techniques, we compared only those techniques
which were “validated on at least three differ-
ent datasets and were used by at least two pri-
mary studies” to avoid bias. Also, the statistics
reported in the review were dataset wise after
removal of outliers. Furthermore, we state the
median values to get a realistic estimate of the
capability of ML techniques for developing SCP
models.

While evaluating the predictive capability of
ML techniques, we also state the AUC results
apart from accuracy results. Thus, we have ac-
counted for possible bias which could occur by
using imbalanced data as AUC is a stable per-
formance measure.

In order to statistically compare the perfor-
mance of ML techniques for developing SCP

models (Table 9, 10), we have conducted several
tests. However, certain erroneous inferences may
occur due to conduct of several tests on the same
data. This threat exists in the study.

7. Conclusions and future guidelines

An extensive systematic review was performed
to analyze the current state of existing literature
in the domain of SCP and to further identify
research gaps in this domain. 38 primary studies
were chosen to answer the various RQs. In lieu of
the result discussions with respect to the explored

RQs, we suggest certain guidelines to researchers

in the SCP domain which are mentioned below.

— The product metrics especially the CK met-
rics suite have been widely used in primary
studies for developing SCP models. However,
the validation of process metrics and their
combination with product metrics is limited
in this domain. Researchers should conduct
studies to assess the capability of only pro-
cess metrics as well as a combination of both
process and product metrics as predictors of
software change.

— Feature selection/dimensionality reduction
techniques have been used by a majority of
studies. However, more studies should exam-
ine effective predictors using feature selection
techniques in order to develop efficient SCP
models.

— Most of the datasets used by the primary
studies were open—source in nature. However,
more studies should be conducted to validate
commercial datasets to yield practical and
generalized results. Also, datasets developed
using other languages such as C#, Python,
etc. needs to be evaluated by literature stud-
ies.

— It was observed that 25-100% of datasets
in a majority of the SCP studies were imbal-
anced in nature (had less than 40% of changed
classes). Researchers in future should evalu-
ate methods to develop effective models from
imbalanced datasets as correct identification
of change-prone classes is crucial. This would
aid developers in prioritizing their resources
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effectively during maintenance and testing
phases of a software development lifecycle.
Within project validation has become a com-
mon standard while validating SCP mod-
els. Though, cross-project validation has also
been investigated, however, studies in the
future should explore cross-organization and
cross-company validation. Effective transfer
learning in cross-organization and cross-com-
pany scenario is the need of the hour, which
should be actively investigated by researchers
in future studies. Furthermore, temporal val-
idation, which takes into account the time
dimension should also be explored in the SCP
domain.

Apart from accuracy, the use of AUC mea-
sure is prominent in literature for evaluating
SCP models. Stable performance measures
such as AUC should be used by researchers in
future as they give a realistic estimate of the
performance of models which are developed
from imbalanced datasets.

It was observed that a majority of studies
used ML algorithms and these algorithms are
effective in the domain of SCP. However, more
studies should be conducted which assess and
compare the effectiveness of statistical and
ML algorithms for SCP as we could find lim-
ited data in literature which compares the
performance of different algorithms for de-
veloping effective SCP models. Also, more
researchers should explore the use of ensem-
ble of algorithms as an alternative to other
data analysis algorithms for developing SCP
models.

It was found that SBA (HIDER, GFS-AB,
GFS-GP, GFS-LB, GFS-SP and NNEP) ex-
hibited effective accuracy results. However,
data to assess and compare the ability of
SBA’s was limited. More studies which inves-
tigate the effectiveness of SBA in the domain
of SCP are required to yield conclusive results
about their capability. Studies should be con-
ducted to evaluate the effectiveness of SBA
and compare their performance with other
established ML and statistical techniques.
The results indicate that a majority (66%)
of primary studies use statistical tests for

verifying the obtained results. This is a good
practice which should be continued in future
studies.

It is mandatory to account for possible
“Threats to Validity”, while designing experi-
ments to yield effective and reliable results.
Though there are a number of research papers

that illustrate quantitative results from SCP in

lab

environments, there is a need for longitudinal

studies with developers in industry that focuses

on

qualitative research so that the effectiveness

of SCP models in industry may be understood
in depth.
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Table A2. Commonly used datasets

Dataset Name Study Numbers

Android Bluetooth PS27, PS26, PS34

Android Calendar PS27, PS26, PS34

Android Contacts PS26, PS33, PS34

Android Gallery PS26, PS33, PS34

Android MMS PS27, PS26, PS34

Android Telephony PS26, PS34

Ant PS27, PS29, PS31, PS35, PS36
Antlr PS27, PS31

AOI PS24, PS38

ArgoUML PS16, PS27, PS29, PS30, PS31
Azureus PS11, PS27, PS31

Bean Browser PS5, PS7

Eclipse PS10, PS11, PS21, PS23, PS35
Free PS5, PS7

FreeCol PS16, PS27, PS28, PS30, PS31
FreeMind PS13, PS27, PS29, PS31
Glest PS15, PS18

Hibernate PS10, PS27, PS31

10 PS27, PS34

JChempaint PS5, PS7

JEdit PS5, PS29, PS35, PS36, PS38
Jetty PS5, PS7

JFlex PS3, PS4

JFreeChart PS8, PS29, PS32

JGraph PS27, PS31

Jigsaw PS5, PS7

Jlex PS5, PS7

JavaMapper PS5, PS7

JMeter PS30, PS31, PS38

Jung PS30, PS31

Logdi PS27, PS34, PS36

Lucene PS29, PS31, PS35, PS36
Math PS19, PS34

Net PS27, PS34

PeerSim PS12, PS17

POI PS14, PS29, PS36

Synapse PS29, PS36

Velocity PS29, PS36

Voji PS5, PS7

VSSPlugin PS12, PS17, PS20

Weka, PS30, PS31

Windows based software application (VLWA) PS1, PS2
Xalan PS29, PS36
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