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Abstract. A class of operators is introduced (µ-Hankel operators, µ is a complex parameter),
which generalizes the class of Hankel operators. Criteria for boundedness, compactness,
nuclearity, and finite dimensionality are obtained for operators of this class, and for the case
|µ| = 1 their description in the Hardy space is given. Integral representations of µ-Hankel
operators on the unit disk and on the Semi-Axis are also considered.
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1. INTRODUCTION

As is well known, classical Hankel operators form one of the most significant classes of
operators in spaces of analytic functions. This class has a lot of applications to various
parts of Analysis, Probability, Control Theory, etc. (see [11–13]). Therefore, it is not
surprising that there are a large number of generalizations and analogues of operators
of this class (see ibid, and also, e.g., [8], and the bibliography therein).

Hankel operators are significant, in particular, for an important class of Toeplitz
operators (see [11,13]). On the other hand, an interesting generalization of Toeplitz op-
erators (the “λ-Toeplitz operators”) was given in [5] (see also [7]). In this paper, we
consider a new class of operators in Hilbert spaces (the “µ-Hankel operators”; µ is
a complex parameter), which are related to λ-Toeplitz operators as well as Hankel
operators with Toeplitz ones. We give criteria for boundedness, compactness, nuclearity,
and finite dimensionality for µ-Hankel operators. Operators of this class turned out
to be associated with the Hankel ones in the case |µ| = 1, but a new feature is the
nuclearity of these operators for |µ| ≠ 1.

The last part of the paper can be considered as a contribution to the theory
of integral operators. We shaw that some natural classes of integral operators are
µ-Hankel and apply our results obtained in an abstract setting to these operators.
In particular, µ-Hankel operators are closely related to the complex moment problem.
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2. BOUNDEDNESS AND NUCLEARITY OF µ-HANKEL OPERATORS

Definition 2.1. Let µ, and ν be complex numbers, α = {αj}j≥0 be a sequence of
complex numbers, and let H,H′ be separable Hilbert spaces. We call the operator
A(µ,ν),α : H → H′ (µ, ν)-Hankel if for some orthonormal bases (ek)k≥0 ⊂ H and
(e′
j)j≥0 ⊂ H′ the matrix (ajk)k,j≥0, of this operator (recall that ajk = ⟨A(µ,ν),αek, e

′
j⟩;

here and below, the angle brackets denote the dot product) consists of elements of the
form

ajk = µkνjαk+j .

In particular, A(1,1),α is a Hankel operator (for the latter see, e.g., [11, 13]).
Remark 2.2. For accuracy one can assume that the operator A(µ,ν),α is initially
defined on the linear span of the set {ek : k ∈ Z+}.

Instead of A(µ,1),α, we will further write Aµ,α (or Aµ) and call such an operator
µ-Hankel. To avoid the trivial case, for these operators we will assume that µ ̸= 0.

Thus, the matrix of a µ-Hankel operator has the form (µkαk+j)k,j≥0, i. e.

(ajk)k,j≥0 =




α0 µα1 µ2α2 µ3α3 µ4α4 . . .
α1 µα2 µ2α3 µ3α4 . . .
α2 µα3 µ2α4 . . .
α3 µα4 . . .
α4 . . .
...



. (2.1)

For what follows, it is useful to note that the adjoint operator A∗
(µ,ν),α has a matrix

µjνkαk+j (the bar denotes complex conjugation), and, therefore, A∗
(µ,ν),α = A(ν,µ),α.

In particular, A∗
µ,α = A(1,µ),α.

Since µkνjαk+j = (µ/ν)k (νk+jαk+j) for ν ̸= 0, we have A(µ,ν),α = Aµ/ν,α′ , where
α′
k = νkαk, and thus the consideration of (µ, ν)-Hankel operators is reduced to the

consideration of µ-Hankel operators, what we are going to do in this paper.
Like for Hankel operators, µ-Hankel operators can be characterized as operators

satisfying some commuting relation.
Theorem 2.3. A bounded operator A in the space ℓ2(Z+) is µ-Hankel if and only if
the following commuting relation is true:

AS = µS∗A, (2.2)

where S is a shift in ℓ2(Z+).
Proof. Let the operator A be µ-Hankel. For all k, j ∈ Z+ we have

⟨ASek, ej⟩ = ⟨Aek+1, ej⟩ = µk+1αk+j+1

= µ⟨Aek, ej+1⟩ = µ⟨Aek, Sej⟩
= ⟨µS∗Aek, ej⟩.

Due to the boundedness of the operator A, this implies (2.2).
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Conversely, let (2.2) be valid. Then for k, j ∈ Z+, k > 0 we have

ajk := ⟨Aek, ej⟩ = ⟨ASek−1, ej⟩
= ⟨µS∗Aek−1, ej⟩ = µ⟨Aek−1, Sej⟩
= µ⟨Aek−1, ej+1⟩ = µa(j+1),(k−1).

Iterating this equality, we have ajk = µka(k+j),0. Since the last equality is obvious for
k = 0, the operator A is µ-Hankel, and the theorem is proved.

Corollary 2.4. If a bounded operator A is µ-Hankel, then its kernel KerA is an
invariant subspace of the shift operator. Therefore, if A is defined in the Hardy space
H2 = H2(T) (T is a unit circle), then KerA has the form θH2, where θ is an inner
function.

The next theorem gives, in particular, criteria for boundedness of operators of
the class under consideration. Below ψ̂(n) denotes the nth Fourier coefficient of the
function ψ.

Theorem 2.5. Let H,H′ be a separable infinite-dimensional Hilbert spaces, and
Aµ = Aµ,α : H → H′ a µ-Hankel operator. The following statements are true.

(1) Let |µ| < 1. The operator Aµ is bounded if and only if (αk) ∈ ℓ2(Z+). In this case,
Aµ is nuclear with the Hilbert–Schmidt norm

∥Aµ∥S2 =
( ∞∑

k=0
|µ|2k

∞∑

n=k
|αn|2

)1/2

(2.3)

and with a trace

trAµ =
∞∑

n=0
µnα2n. (2.4)

(2) Let |µ| > 1. The operator Aµ is bounded if and only if (µkαk) ∈ ℓ2(Z+). Moreover,
in this case Aµ is nuclear, and its trace is represented by the formula (2.4).

(3) Let |µ| = 1. Then Aµ = VµΓµ, where Γµ : H → H is Hankel with matrix
(µk+jαk+j), and Vµ : H → H′ is a unitary operator.
In particular, the operator Aµ is bounded if and only if there is such a function
ψ ∈ L∞(T) that µnαn = ψ̂(n) for n ∈ Z+. In addition,

∥Aµ∥ = inf{∥ψ∥L∞ : ψ ∈ L∞(T), αn = ψ̂(n)∀n ∈ Z+}.

Proof. (1) Let |µ| < 1. Notice that

Aµe0 =
∑

j

aj0e
′
j =

∑

j

αje
′
j .

Thus, if Aµ is bounded then
∑
j |αj |2 = ∥Aµe0∥2 ≤ ∥Aµ∥2, which proves the necessity.
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Now let α ∈ ℓ2(Z+). We shall show that Aµ belongs to the Hilbert–Schmidt class
S2 (and thus it is bounded). It is known (see, e.g., [14, p.152, Th. 6.22]), that for
an operator A with matrix (ajk) to belong to the Hilbert–Schmidt class S2, it suffices
that

C2 :=
∑

j

∑

k

|ajk|2 < ∞,

and its Hilbert–Schmidt norm is ∥A∥S2 = C. In our case, α ∈ ℓ2(Z+), and therefore
∑

j

∑

k

|ajk|2 =
∑

j

∑

k

|µ|2k|αj+k|2 =
∑

k

|µ|2k
∑

j

|αj+k|2

=
∞∑

k=0
|µ|2k

2k∑

n≥k
|αn|2 ≤ ∥α∥2

l2

∞∑

k=0
(|µ|2)k = ∥α∥2

l2

1 − |µ|2 < ∞.

Hence, Aµ ∈ S2 and

∥Aµ∥S2 =
( ∞∑

k=0
|µ|2k

∞∑

n=k
|αn|2

)1/2

.

Moreover, the operator Aµ is nuclear, since under our assumptions

trAµ =
∞∑

n=0
ann =

∞∑

n=0
µnα2n < ∞

(see, e.g., [4, Theorem 8.1]).
(2) Let |µ| > 1. We denote α′

k := µkαk. As proved above the 1/µ-Hankel operator
A1/µ,α′ is bounded if and only if (µkαk) = (α′

n) ∈ ℓ2(Z+). The operator Aµ,α is
conjugate to the operator A1/µ,α′ since the matrices of these operators in the bases
(ek) and (e′

j) coincide. This, in turn, means that the operator Aµ,α is bounded if and
only if (µkαk) ∈ ℓ2(Z+). Moreover, this operator is nuclear together with A1/µ,α′ (see,
e.g., [4]) and by the formula for the trace, proved in paragraph 1),

trAµ,α = trA1/µ,α′ =
∞∑

n=0

1
µn
α′

2n =
∞∑

n=0
µnα2n.

(3) Let |µ| = 1. Consider the operator Vµ : H → H′, Vµx :=
∑∞
j=0 µ

jxje
′
j for

x ∈ H, x =
∑∞
j=0 xjej . Since |µ| = 1, the operator Vµ is unitary. Then the operator

Γµ := V −1
µ Aµ is Hankel with the matrix (α′

k+j)j,k≥0 = (µj+kαk+j)j,k≥0, because
in view of Aµek =

∑∞
j=0 µ

kαk+jej we have Γµek = V −1
µ Aµek =

∑∞
j=0 µ

j+kαk+jej .
But Aµ,α is bounded if and only if Γµ is bounded, and by the Nehari Theorem (see,
e.g., [13, Theorem 1.1.1]) this is equivalent to the fact that there exists a function
ψ ∈ L∞(T), such that ψ̂(n) = α′

n = µnαn for n ∈ Z+. Moreover, by virtue of the same
theorem

∥Aµ,α∥ = ∥Γµ∥ = inf{∥ψ∥L∞ : ψ ∈ L∞(T), µnαn = ψ̂(n)∀n ∈ Z+},
which completes the proof.
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Example 2.6 (the generalized Hilbert matrix). Let αn = 1
n+1 , n ∈ Z+. The corre-

sponding µ-Hankel operator in ℓ2(Z+) will be denoted by Hµ. (Thus, the operator H1
is classical and has the Hilbert matrix, see, e.g., [13, p. 6]). According to Theorem 2.5
three cases are possible.

(1) |µ| < 1. Then Hµ is nuclear and

trHµ =
∞∑

n=0

µn

2n+ 1 = 1
2√

µ
log

1 + √
µ

1 − √
µ
.

(2) |µ| > 1. In this case Hµ is unbounded in ℓ2(Z+).
(3) |µ| = 1, µ = eiθ. In this case, Hµ = VµΓµ, where Γµ is Hankel in ℓ2(Z+) with

matrix (µk+j/k + j + 1), and Vµ is unitary in ℓ2(Z+). Consider the bounded function
ψθ on T defined by

ψθ(eit) = ie−i(t−θ)(π − (t− θ)), t ∈ [0, 2π).

It is easy to see that ψ̂θ(n) = einθψ̂0(n) = µn

n+1 = µnαn for n ∈ Z+. Thus, the operator
Hµ is bounded in ℓ2(Z+) and ∥Hµ∥ = ∥Γµ∥.

Corollary 2.7. The operator Aµ,α is not left-Fredholm provided it is bounded.

Proof. In cases (1) and (2) of Theorem 2.5 this follows from the compactness of this
operator. In case (3) the failure of left-Fredholmness for Aµ,α follows from the failure
of left-Fredholmness for Hankel operators (see, e.g., [13]).

Recall the definition of the degree of a rational function R = P/Q (P and Q are
polynomials of degree degP and degQ). If the fraction P/Q is irreducible, then the
value degR = max{degP,degQ} is called the degree of the function R. It is equal to
the sum of the multiplicities of the poles R (taking into account the possible pole at
infinity).

Following [13], we associate with the sequence of complex numbers (αk)k≥0 the
formal power series

α(z) :=
∞∑

k=0
αkz

k. (2.5)

Kronecker’s theorem for Hankel operators readily implies

Theorem 2.8. The matrix (2.1) of the operator Aµ,α has finite rank if and only if
the series (2.5) defines a rational function. Moreover, the rank of the matrix (2.1) is
deg(zα(z)).

Proof. From the form of the matrix (2.1) it immediately follows that the number of its
linearly independent columns is equal to the number of linearly independent columns
of the matrix (αj+k)j,k≥0. It remains to apply Kronecker’s theorem in the formulation
proposed in [13, Theorem 1.3.1].
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3. µ-HANKEL OPERATORS IN THE HARDY SPACE

As is known (see, e.g., [11,13]) Hardy space consists of functions f analytic in the unit
disk D for which (f̂(n))n≥0 ∈ ℓ2(Z+), where f̂(n) denotes the nth Taylor coefficient
of a function f , n ∈ Z+. Moreover, ∥f∥H2 = ∥(f̂(n))n≥0∥ℓ2 . Thus, the mapping
f 7→ (f̂(n))n≥0 is an isomorphism of the Hilbert spacesH2(D) and ℓ2(Z+). Equivalently,
H2(D) consists of functions f analytic in D and satisfying the condition

∥f∥2
H2 := sup

0<r<1

π∫

−π

|f(reiθ)|2 dθ2π < ∞.

The space H2(D) can also be identified with the following subspace of the
space L2(T):

{f ∈ L2(T) : f̂(n) = 0 for all n < 0},
where f̂(n) denotes the nth Fourier coefficient of the function f , n ∈ Z (see, e.g., [11]).
The functions χn(z) := zn (n ∈ Z+) form a standard orthonormal basis of H2. We also
put H2

− := L2(T) ⊖H2. The functions χn+1 (n ∈ Z+) form the standard orthonormal
basis of this space.

The next theorem describes bounded µ-Hankel operators in Hardy space for |µ| = 1.
Theorem 3.1. Let |µ| = 1. For the operator A : H2 → H2

− the following statements
are equivalent:
(1) A has a µ-Hankel matrix in standard bases and is bounded.
(2) A = VµHφ, where the operator Vµf(z) := f(µz) is unitary in H2

−, operator
Hφ : H2 → H2

− is Hankel with a symbol φ ∈ L∞(T), and φ̂(−n) = µnαn
(n ∈ Z+).

(3) Operator A is bounded and satisfies the generalized Hankel equation

µP−SA = AS,

where Sf(z) := zf(z) is the unilateral shift in H2, (Sg)(t) = tg(t) (t ∈ T) is the
bilateral shift in L2(T), and P− : L2 → H2

− is the orthogonal projection.
(4) A = HψUµ, where (Uµf)(z) = f(µz) is unitary in H2, and Hψ : H2 → H2

− is
Hankel with a symbol ψ ∈ L∞(T) and ψ̂(−n) = αn (n ∈ Z+).

Proof. The proof will be carried out according to the scheme (1)⇒(2)⇒ (3)⇒(4)⇒ (1).
(1)⇒(2) Evidently, Vµ is unitary in H2

−. We shall consider the operator
B := V −1

µ A : H2 → H2
− and compute its matrix in standard bases. As Vµχj+1(z) =

µj+1χj+1(z), we have

⟨Bχk, χj+1⟩ = ⟨V −1
µ Aχk, χj+1⟩ = ⟨Aχk, Vµχj+1⟩ = µj+1⟨Aχk, χj+1⟩

= µj+1µkαk+j+1 = µk+j(µαk+j+1).

This expression depends only on k + j, that is, the operator B is Hankel,
B = Hφ, φ ∈ L∞.
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Finally,

φ̂(−n) = ⟨Hφχn, 1⟩ = ⟨V ∗
µAχn, 1⟩ = ⟨Aχn, Vµ1⟩ = ⟨Aχn, χ0⟩ = µnαn

for n ∈ Z+.
(2)⇒(3) If A = VµHφ, then A is bounded and, since Sχk = χk+1 and

V −1
µ χj+1 = µj+1χj+1, we have

⟨ASχk, χj+1⟩ = ⟨VµHφχk+1, χj+1⟩ = ⟨Hφχk+1, V
−1
µ χj+1⟩

= ⟨Hφχk+1, µ
j+1χj+1⟩ = µj+1⟨Hφχk+1, χj+1⟩ = µj+1φ̂(−k − j − 2).

On the other hand, since P−χj+1 = χj+1 and S∗χj+1 = χj+2, we have

⟨µP−SAχk, χj+1⟩ = µ⟨SAχk, χj+1⟩ = µ⟨SVµHφχk, χj+1⟩
= µ⟨VµHφχk, χj+2⟩ = µ⟨Hφχk, V

−1
µ χj+2⟩

= µµj+2⟨Hφχk, χj+2⟩ = µj+1φ̂(−k − j − 2).

Since both sides of the generalized Hankel equation contain bounded operators, they
coincide on the entire space H2.

(3)⇒(4) Let the operator A be bounded and satisfy the generalized Hankel equation.
We consider the operator H := AU−1

µ = AUµ and show that it satisfies the Hankel
equation P−SH = HS (for the latter see, e.g., [13, Theorem 1.1.8]).

Indeed, by virtue of the generalized Hankel equation P−SAUµ = µASUµ and thus

⟨P−SHχk, χj+1⟩ = µ⟨ASUµχk, χj+1⟩. (3.1)
But SUµχk = µkSχk = µkχk+1, and VµSχk = Vµχk+1 = µk+1χk+1. Therefore,

SUµχk = µUµSχk. Substituting the last expression in (3.1), we get that for all
k, j ∈ Z+

⟨P−SHχk, χj+1⟩ = µµ⟨AUµSχk, χj+1⟩ = ⟨HSχk, χj+1⟩.
It follows by the continuity that P−SH = HS, and therefore (see, e.g.,
[13, Theorem 1.1.8]) H is Hankel, H = Hψ, ψ ∈ L∞.

Moreover,

ψ̂(−n) = ⟨Hψχn, 1⟩ = ⟨AUµχn, 1⟩ = µn⟨Aχn, χ0⟩ = αn

for n ∈ Z+.
(4)⇒(1) If A = HψUµ, then it is obvious that the operator A is bounded. Let us

find its matrix in standard bases. Taking into account that Uµχk = µkχk, we have

⟨HψUµχk, χj+1⟩ = µk⟨Hψχk, χj+1⟩ = µkψ̂(−k − j − 1)

and (1) follows.

The previous theorem allows, in the case |µ| = 1, to derive a number of properties
of µ-Hankel operators from the corresponding properties of Hankel ones. Here are
some examples.
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Corollary 3.2. Let |µ| = 1, and A is µ-Hankel, A : H2 → H2
−. Operator A is compact

if and only if it can be represented in the form A = HψUµ, where ψ ∈ C(T) +H∞(T).
Proof. By Theorem 3.1, A = HψUµ. Since Uµ is unitary, operator A is compact if and
only if Hψ is compact. So, the corollary follows from the Hartman’s Theorem (see,
e.g., [13, Theorem 1.5.5]).

Corollary 3.3. Let |µ| = 1, and A is µ-Hankel, A : H2 → H2
−. Then A is an operator

of finite rank if and only if A = HψUµ and P−ψ is a rational function. Moreover,
rankA = degP−ψ.
Proof. In the notation of Theorem 3.1 operator A is an operator of finite rank if
and only if Hψ = AU−1

µ is of finite rank. This is equivalent to the fact that P−ψ is
a rational function (see, e.g., [13, Corollary 1.3.2]) and rankA = rankHψ = degP−ψ,
as required.

Corollary 3.4. Let |µ| = 1, and operators A,B : H2 → H2
− are µ-Hankel and bounded,

A = HφUµ, B = HψUµ, φ,ψ ∈ L∞. Then the operator A∗B is unitarily equivalent
to the semi-commutator [Tφ, Tψ) := Tφψ − TφTψ of Toeplitz operators. In particular,
the operator A∗B is compact if φ or ψ belongs to H∞(T) + C(T).
Proof. We have

A∗B = U∗
µH

∗
φHψUµ = U−1

µ H∗
φHψUµ, φ, ψ ∈ L∞.

It remains to use the fact that the operator H∗
φHψ is equal to [Tφ, Tψ) (see, e.g.,

[13, p. 89, (1.5)]). The compactness statement now follows from the corresponding
property of Toeplitz operators (see, e.g.,[11, p. 253]).

Corollary 3.5. Let |µ| = 1, φ ∈ L∞. The following statements are equivalent for
the operator A = VµHφ:
(1) A has a non-trivial kernel,
(2) the image ImA of the operator A is not dense in H2

−,
(3) φ = θφ1 for some inner function θ and function φ1 from H∞.
Proof. By virtue of the unitarity of the operator Vµ, the fulfillment of properties
(1) (or (2)) for the operator A is equivalent to the fulfillment of the corresponding
property for the operator Hφ. The equivalence of statements (1)–(3) now follows from
[13, Theorem 1.2.3].

Remark 3.6. Let |µ| = 1. Consider the unitary operator Wµf(z) := f(µz) in L2(T).
The restrictions Uµ := Wµ|H2(T) and Vµ := Wµ|H2

−(T) are unitary in H2(T) and
H2

−(T) respectively. Let φ ∈ L∞(T) and Tφ denotes the Toeplitz operator with
symbol φ. Then the operator Tµ,φ := UµTφ is called µ-Toeplitz ([5], [7, Theorem 2.5]).
On the other hand, the operator Aµ = VµHφ is µ-Hankel by Theorem 4. It is easy to
verify that

Tµ,φf +Aµf = WµMφf, f ∈ H2(T),
where Mφ stands for multiplication by φ on L2(T). This is the simplest relation
between µ-Hankel and µ-Toeplitz operators.
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4. INTEGRAL REPRESENTATIONS

In this section, we will consider two classes of integral operators that are µ-Hankel.

4.1. µ-HANKEL OPERATORS AS INTEGRAL OPERATORS
ON THE UNIT DISK

Let µ ∈ C, µ ̸= 0, and σ is a bounded (generally speaking, complex) measure on the
closed unit disk D in complex plane. In the case |µ| < 1, we will assume that σ is
concentrated on the set {|ζ| ≤ |µ|}. Consider the operator

Γµ,σf(z) := µ

∫

D

f(ζ)
µ− ζz

dσ(ζ) (|z| < 1)

and the sequence of moments of the measure σ

γn :=
∫

D

ζndσ(ζ) (n ∈ Z+).

Theorem 4.1. For the operator Γµ,σ to be bounded in the Hardy space H2(D),
the condition

sup
k∈Z+

∞∑

j=0

∣∣∣∣
γk+j
µj

∣∣∣∣
2
< ∞ (4.1)

is necessary. Under this condition, this operator is µ-Hankel in H2(D), has the matrix
(γk+j/µ

j)k,j∈Z+ with respect to the standard basis of this space, and the following
statements are true.
(1) Let |µ| < 1. Then the operator Γµ,σ is nuclear and

trΓµ,σ =
∞∑

n=0

γ2n
µn

= µ

∫

D

dσ(ζ)
µ− ζ2 . (4.2)

(2) Let |µ| > 1. Then the operator Γµ,σ is bounded if and only if (γn) ∈ ℓ2(Z+).
Moreover, it is nuclear, and its trace is expressed by the formula (4.2).

(3) Let |µ| = 1. Operator Γµ,σ is bounded if and only if there is such function
ψ ∈ L∞(T), that γn = ψ̂(n) for n ∈ Z+. Moreover

∥Γµ,σ∥ = inf{∥ψ∥L∞ : ψ ∈ L∞(T), γn = ψ̂(n) ∀n ∈ Z+}.
Proof. Consider the standard orthonormal basis χn(z) = zn (n ∈ Z+) in H2(D).
Taking into account that |ζ| ≤ |µ| and |z| < 1, we have

Γµ,σχk(z) = µ

∫

D

ζk

µ− ζz
dσ(ζ) =

∫

D

ζk

1 − ζz
µ

dσ(ζ) =
∫

D

ζk
∞∑

j=0

(
ζz

µ

)j
dσ(ζ)

=
∞∑

j=0

zj

µj

∫

D

ζk+jdσ(ζ) =
∞∑

j=0
zj
γk+j
µj

=
∞∑

j=0

γk+j
µj

χj(z).
(4.3)
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(The term-by-term integration of the series is legal, since for all k ∈ Z+
∞∑

j=0

∫

D

∣∣∣∣zj
ζk+j

µj

∣∣∣∣ d|σ|(ζ) ≤
∞∑

j=0
|z|j

∫

D

d|σ|(ζ) < ∞.)

Thus, in order for the operator Γµ,σ to act and to be bounded in H2(D), it is necessary
for the sequence (γk+j/µ

j)j∈Z+ to belong to ℓ2(Z+) for all k ≥ 0 and the equality
∞∑

j=0

∣∣∣∣
γk+j
µj

∣∣∣∣
2

= ∥Γµ,σχk∥2 ≤ ∥Γµ,σ∥2.

to be valid. This proves the necessity of the condition (4.1). Under this condition, the
operator Γµ,σ has a matrix

ajk = γk+j
µj

= µkαk+j , where αn = γn
µn
,

with respect to the basis (χn)n≥0, which proves the first assertion of the theorem.
Now, by virtue of Theorem 2.5, we can assert the following.
(1) If |µ| < 1, then the operator Γµ,σ is bounded if (and only if) (αn)n≥0 =

(γn/µn)n≥0 ∈ ℓ2(Z+), which is true by virtue of (4.1). Moreover, this operator is
nuclear, and

trΓµ,σ =
∞∑

n=0
µnα2n =

∞∑

n=0

γ2n
µn

=
∞∑

n=0

1
µn

∫

D

ζ2ndσ(ζ)

=
∫

{|ζ|≤|µ|}

∞∑

n=0

(
ζ2

µ

)n
dσ(ζ) = µ

∫

D

dσ(ζ)
µ− ζ2 .

The term-by-term integration of the series is legal, since
∞∑

n=0

∫

{|ζ|≤|µ|}

∣∣∣∣
ζ2

µ

∣∣∣∣
n

d|σ|(ζ) =
∞∑

n=0
|µ|n

∫

{|ζ|≤|µ|}

∣∣∣∣
ζ

µ

∣∣∣∣
2n
d|σ|(ζ) ≤ |σ|(D)

1 − |µ| < ∞.

(2) If |µ| > 1, then Γµ,σ is bounded if and only if (µnαn) = (γn) ∈ ℓ2(Z+). Moreover,
this operator is nuclear, and

trΓµ,σ =
∞∑

n=0
µnα2n =

∞∑

n=0

γ2n
µn

=
∞∑

n=0

1
µn

∫

D

ζ2ndσ(ζ) = µ

∫

D

dσ(ζ)
µ− ζ2 .

(The term-by-term integration of the series is legal, since
∞∑

n=0

∫

D

∣∣∣∣
ζ2n

µn

∣∣∣∣ d|σ|(ζ) ≤
∞∑

n=0

∣∣∣∣
1
µ

∣∣∣∣
n ∫

D

d|σ|(ζ) < ∞.)

(3) Since in our case αn = γn/µ
n, this follows from part (3) of Theorem 2.5 with

Aµ = Γµ,σ, which completes the proof.
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For |µ| = 1, the sufficient boundedness condition gives the next
Corollary 4.2. Let |µ| = 1. If the function

φσ(ζ) :=
∫

D

1 − |z|2
|z − ζ|2 dσ(z) (ζ ∈ T)

belongs to L∞(T), the operator Γµ,σ is bounded in H2(D) and

∥Γµ,σ∥ ≤ ∥φσ∥L∞ .

Proof. We check the fulfillment of the conditions of Theorem 4.1. It is shown in
[11, p. 314] that γn = φ̂σ(−n) for n ∈ Z+. Therefore we have by Parseval’s equality
that for all k ∈ Z+

∞∑

j=0

∣∣∣∣
γk+j
µj

∣∣∣∣
2

=
∞∑

j=0
|γk+j |2 =

∞∑

j=0
|φ̂σ(−k − j)|2 ≤

∞∑

n=−∞
|φ̂σ(n)|2 = ∥φσ∥2

L2 ,

and therefore the condition (4.1) is satisfied. Moreover, γn = φ̂♭σ(n) for n ∈ Z+, where
φ♭(ζ) := φ(ζ−1) = φ(ζ), and φ♭σ ∈ L∞(T). Now it remains to apply assertion (3) of
Theorem 4.1.

Corollary 4.3. Let the condition (4.1) be satisfied. The operator Γµ,σ has finite rank
if and only if the function Γµ,σ1 is rational. In this case rankΓµ,σ = deg(z(Γµ,σ1)(z)).
Proof. As was shown in the proof of the previous theorem, αn = γn/µ

n for the operator
Γµ,σ. By Theorem 2.8, this operator has finite rank if and only if the function

∞∑

j=0
αjz

j =
∞∑

j=0

γj
µj
zj =

∫

D

∞∑

j=0

(
ζz

µ

)j
dσ(ζ) = Γµ,σ1

is rational (the validity of the term-by-term integration of the series was substantiated
in the proof of Theorem 4.1). The second statement of the corollary now also follows
from Theorem 2.8.

We are going to show that the µ-Hankel operators are related to the complex
moment problem (for the latter see [2, p. 117]). The main result for the unit disk
states ([2, p. 117, Theorem 4.4.12]) that for a sequence γ : Z+ × Z+ → C there is
a bounded positive measure σ on D such that

γ(n,m) =
∫

D

ζnζ
m
dσ(ζ), (n,m) ∈ Z+ × Z+ (4.4)

if and only if γ is bounded and positive definite on Z+ ×Z+ (this means that quadratic
forms

∑n
j,k=1 cjckγ(sj + sk) are positive definite for all n ∈ N, {s1, . . . , sn} ⊂ Z+ ×Z+

[2, p. 87]).
The following proposition is a partial converse of Theorem 4.1.
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Theorem 4.4. Let a sequence γ : Z+ × Z+ → C be bounded and positive definite,
γn = γ(n, 0), and |µ| ≥ 1. Then there is a bounded positive measure σ on D such that
the matrix (γk+j/µ

j)k,j∈Z+ corresponds to the operator Γµ,σ in H2(D) with respect to
the standard basis of this space.
Proof. Indeed, formula (4.4) implies that there is a bounded positive measure σ on D
such that

γn =
∫

D

ζndσ(ζ), n ∈ Z+.

Since |µ| ≥ 1, the calculations (4.3) for the corresponding operator Γµ,σ are valid.

We finish this section with considering the adjoint operator for Γµ,σ.
Lemma 4.5. If the operator Γµ,σ is bounded in H2(D), then the adjoint operator has
the form

Γ∗
µ,σf(z) =

∫

D

f(ζ/µ)
1 − ζz

dσ(ζ) (|z| < 1).

Proof. It was shown at the beginning of the proof of Theorem 4.1 that

⟨Γµ,σχk, χn⟩ = γk+n/µ
n k, n ∈ Z+.

On the other hand, for all n ∈ Z+,

Γ∗
µ,σχn(z) =

∫

D

(ζ/µ)n
1 − ζz

dσ(ζ) = 1
µn

∫

D

ζn




∞∑

j=0
ζjzj


 dσ(ζ)

=
∞∑

j=0

1
µn



∫

D

ζn+jdσ(ζ)


 zj =

∞∑

j=0

γn+j
µn

χj(z).

The validity of the term-by-term integration of the series here follows from the fact
that for |ζ| ≤ 1, |ζ/µ| ≤ 1, |z| < 1 we have the estimate

∞∑

j=0

∫

D

1
|µ|n |ζ|n+j |z|jd|σ|(ζ) ≤

∞∑

j=0
|z|j

∫

D

|σ|(ζ) < ∞.

Thus, ⟨Γµ,σχk, χn⟩ = ⟨χk,Γ∗
µ,σχn⟩ for all k, n ∈ Z+. Since the operators Γµ,σ and

Γ∗
µ,σ are bounded, the Lemma follows.

Theorem 4.1 and the standard facts about the adjoint operator directly imply
the following
Theorem 4.6. For the adjoint operator Γ∗

µ,σ to be bounded in the Hardy space H2(D),
it is necessary that condition (4.1) was met. Under this condition, this operator is
1/µ-Hankel in H2(D) with matrix (γk+j/µ

k)k,j∈Z+ with respect to the basis (χn)n≥0,
the standard basis of this space, and the following statements are true.
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(1) Let |µ| < 1. Then the operator Γ∗
µ,σ is nuclear and

trΓ∗
µ,σ =

∞∑

n=0

γ2n
µn

= µ

∫

D

dσ(ζ)
µ− ζ

2 . (4.5)

(2) Let |µ| > 1. In this case, the operator Γ∗
µ,σ is bounded if and only if (γn) ∈ ℓ2(Z+).

Moreover, this operator is nuclear, and its trace is expressed by the formula (4.5).
(3) Let |µ| = 1. The operator Γ∗

µ,σ is bounded if and only if there is such a function
ψ ∈ L∞(T) that γn = ψ̂(n) for n ∈ Z+. In addition

∥Γ∗
µ,σ∥ = inf{∥ψ∥L∞ : ψ ∈ L∞(T), γn = ψ̂(n) ∀n ∈ Z+}.

Corollary 4.7. Let condition (4.1) be satisfied. Operator Γ∗
µ,σ has a finite rank if and

only if the function Γ∗
µ,σ1 is rational. Moreover, rankΓ∗

µ,σ = deg(z(Γ∗
µ,σ1)(z)).

The proof is similar to that of Corollary 4.3.

Remark 4.8. For the case when the measure σ is concentrated on the segment [0, 1],
operators of the form Γµ,σ were considered in [9, 10].

4.2. µ-HANKEL OPERATORS AS INTEGRAL OPERATORS
ON THE SEMI-AXIS

In this subsection, we consider a certain class of µ-Hankel integral operators in the
space L2(R+).

It is known (see, e.g., [15, p. 193]) that the functions

ln(t) = −ıLn(t)e−t/2, n ∈ Z+,

where Ln = L0
n are Laguerre polynomials, form an orthonormal basis of the space

L2(R+). It is also clear that the functions ln are bounded on R+. In what follows,
we will assume that |µ| < 1 and put

kµ(x, t) :=
∑

n∈Z+

µnln(t)ln(x). (4.6)

Since the series
∑
n∈Z+

µnln(t) absolutely converges for |µ| < 1 and each t (see, e.g.,
[3], [6, Chapter XI, B]), this definition is correct, the series (4.6) absolutely converges
in the norm of L2(R+, dx) for every fixed t, and therefore the function kµ belongs to
L2(R+) for each variable separately.

For a function a ∈ L2(R+) (which we consider to be independent of µ) we put

Kµ(x, t) :=
∫

R+

a(x+ y)kµ(y, t)dy.
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Then the integral operator

Aµf(x) :=
∫

R+

Kµ(x, t)f(t)dt

is µ-Hankel in L2(R+). In order to check this, consider the operator

Hf(x) :=
∫

R+

a(x+ y)f(y)dy.

It is known (see, e.g., [13]), that it is Hankel in L2(R+). Moreover, from the results
of the work [15] (see also [13, remark after the Theorem 1.8.9]) it follows that it has
Hankel matrix with respect to the basis (ln)n∈Z+ . Indeed, it is shown in [15, p. 200]
that the operator H is unitarily equivalent to H in ℓ2(Z+), H = LHL∗, where the
operator L : L2(R+) → ℓ2(Z+) is unitary, and the operator H has Hankel matrix with
respect to the standard basis (en)n∈Z+ of the space ℓ2(Z+) [15, (1.1)]. Moreover, it
follows from [15, (2.27)] that Lln = en. Hence the quantity ⟨Hlm, ln⟩ = ⟨Hem, en⟩
depends on m+ n only (and does not depend on µ).

Further, the integral operator

Uµf(x) :=
∫

R+

kµ(x, t)f(t)dt

has the matrix diag(1, µ, µ2, . . .) with respect to the basis (ln)n∈Z+ of L2(R+), and
thus this operator is defined correctly and bounded. Moreover, the next lemma holds.

Lemma 4.9. If a ∈ L2(R+) and |µ| < 1, then

Aµ = HUµ,

and this operator is µ-Hankel.

Proof. Note that the Cauchy–Schwartz–Bunyakovskii inequality implies that
∫

R+

|kµ(y, t)f(t)|dt ≤ ∥kµ(y, ·)∥L2∥f∥L2 .

for all f ∈ L2(R+). In turn,

∥kµ(y, ·)∥L2 ≤
∑

n∈Z+

|µ|n∥ln∥L2 |ln(y)| =
∑

n∈Z+

|µ|n|ln(y)|.

Therefore ∫

R+

|kµ(y, t)f(t)|dt ≤
∑

n∈Z+

|µ|n|ln(y)|∥f∥L2 .
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So, again by the Cauchy–Schwartz–Bunyakovskii inequality, we have

∫

R+

|a(x+ y)|
∫

R+

|kµ(y, t)f(t)|dtdy ≤
∫

R+

|a(x+ y)|


∑

n∈Z+

|µ|n|ln(y)|


 dy∥f∥L2

=
∑

n∈Z+

|µ|n
∫

R+

|a(x+ y)||ln(y)|dy∥f∥L2

≤
∑

n∈Z+

|µ|n∥a(x+ ·)∥L2∥ln∥L2∥f∥L2 < ∞.

This justifies the application of the Fubini theorem in the following calculations:

Aµf(x) =
∫

R+



∫

R+

a(x+ y)kµ(y, t)dy


 f(t)dt

=
∫

R+

a(x+ y)
∫

R+

kµ(y, t)f(t)dtdy = HUµf(x).

By virtue of this equality, the matrix elements ⟨Aµlm, ln⟩ = µm⟨Hlm, ln⟩ of the
operator Aµ have the form µmαm+n, where αm+n = ⟨Hem, en⟩, and thus this operator
is µ-Hankel. This completes the proof.

Theorem 4.10. An operator Aµ is nuclear in L2(R+) if, in addition to the conditions
of Lemma 4.9, we require that a = Fκ|(0,∞) for some κ ∈ L∞(R), where F denotes
the Fourier transform in a sense of distributions. Moreover, its Hilbert–Schmidt norm
and trace are given by the formulas

∥Aµ∥S2 =



∫

R+

∫

R+

|Kµ(t, s)|2dtds




1/2

, trAµ =
∫

R+

Kµ(t, t)dt.

Furthermore, ∥Aµ∥ ≤ ∥H∥.
Proof. It follows from [13, Theorem 1.8.8], that the operator H is bounded, and thus
the operator Aµ is bounded by Lemma 4.9, as well. Since |µ| < 1, the nuclearity of this
operator immediately follows from Theorem 2.5. The formula for the Hilbert–Schmidt
norm of such operators is classical (see, e.g., [1, Chapter II, item 32]).

Further,

trAµ =
∑

n∈Z+

⟨Aµln, ln⟩ =
∑

n∈Z+

µn⟨Hln, ln⟩

=
∑

n∈Z+

µn
∫

R+



∫

R+

a(t+ y)ln(y)dy


 ln(t)dt.

(4.7)
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Since by the Cauchy–Schwartz–Bunyakovskii inequality

∑

n∈Z+

∫

R+

|µ|n
∣∣∣∣∣∣∣

∫

R+

a(t+ y)ln(y)dy

∣∣∣∣∣∣∣
|ln(t)|dt =

∑

n∈Z+

|µ|n
∫

R+

|(Hln)(t)||ln(t)|dt

≤
∑

n∈Z+

|µ|n∥Hln∥L2∥ln∥L2

≤
∑

n∈Z+

|µ|n∥H∥ < ∞,

formula (4.7) implies that

trAµ =
∫

R+



∑

n∈Z+

µn
∫

R+

a(t+ y)ln(y)dy


 ln(t)dt. (4.8)

In turn, since (again by the Cauchy–Schwartz–Bunyakovskii inequality)
∑

n∈Z+

|µ|n
∫

R+

|a(t+ y)||ln(y)|dy ≤
∑

n∈Z+

|µ|n∥a(t+ ·)∥L2∥ln∥L2

≤
∑

n∈Z+

|µ|n∥a∥L2 < ∞,

formula (4.8) implies that

trAµ =
∫

R+

∫

R+

a(t+ y)
∑

n∈Z+

µnln(y)ln(t)dydt

=
∫

R+



∫

R+

a(t+ y)kµ(y, t)dy


 dt =

∫

R+

Kµ(t, t)dt.

Finally, the last inequality follows from Lemma 4.9 and the obvious equality
∥Uµ∥ = 1.

Corollary 4.11. Let the operator H be bounded. If the function a has the form

a(t) =
n∑

j=1

nj−1∑

l=0
cj,lt

leλjt,

where Reλj < 0, then the operator Aµ is finite-dimensional.

Proof. It follows from [13, Theorem 1.8.13] that the operator H is finite-dimensional.
To finish the proof it remains to use Lemma 4.9.



µ-Hankel operators on Hilbert spaces 897

Acknowledgements
The work of the first author was supported by the State Programm of Scientific Research
of Republic of Belarus.
The work of the first author was supported by the Ministry of Education and Science
of Russia, agreement No. 075-02-2021-1386.

REFERENCES

[1] N.I. Akhiezer, I.M. Glazman, Theory of Linear Operators in Hilbert Space, Dover
Publications, Inc., New York, 1993.

[2] C. Berg, J.P.R. Christensen, P. Ressel, Harmonic Analysis on Semigroups. Theory of
Positive Definite and Related Functions, Springer-Verlag, New York, 1984.

[3] A. Erdelyi, W. Magnus, F. Oberhettinger, F.G. Tricomi, Higher Transcendental Func-
tions, vol. 1, 2, McGraw-Hill, New York, Toronto, London, 1953.

[4] I.C. Gohberg, M.G. Krein, Introduction to the Theory of Linear Nonselfadjoint Operators
in Hilbert Space, AMS, Providence, Rhode Island, 1969.

[5] M.C. Ho, On the rotational invariance for the essential spectrum of λ-Toeplitz operators,
J. Math. Anal. Appl. 413 (2014), 557–565.

[6] E. Jahnke, F. Emde, F. Lösch, Tables of Higher Functions, McGraw-Hill, New York, 1960.

[7] A.R. Mirotin, On the essential spectrum of λ-Toeplitz operators over compact Abelian
groups, J. Math. Anal. Appl. 424 (2015), 1286–1295.

[8] A.R. Mirotin, Compact Hankel operators on compact abelian groups, Algebra and
Analysis, 33 (2021), 191–212 [in Russian].

[9] A.R. Mirotin, I.S. Kovalyova, The Markov–Stieltjes transform on Hardy and Lebesgue
spaces, Integral Transforms Spec. Funct. 37 (2016), 995–1007; Corrigendum to our paper
“The Markov–Stieltjes transform on Hardy and Lebesgue spaces” 28 (2017), 421—422.

[10] A.R. Mirotin, I.S. Kovalyova, The generalized Markov–Stieltjes operator on Hardy and
Lebesgue spaces, Trudy Instituta Matematiki 25 (2017), 39–50 [in Russian].

[11] N.K. Nikolski, Operators, Functions, and Systems: an Easy Reading, vol. 1. Hardy,
Hankel, and Toeplitz, Mathematical Surveys and Monographs, vol. 92, American Mathe-
matical Society, 2002.

[12] N.K. Nikolski, Operators, Functions, and Systems: an Easy Reading, vol. 2: Model
Operators and Systems, Mathematical Surveys and Monographs, vol. 93, American
Mathematical Society, 2002.

[13] V.V. Peller, Hankel Operators and Their Applications, Springer-Verlag, New York, 2003.

[14] J. Weidmann, Linear Operators in Hilbert Spaces, Springer-Verlag, New York, 1980.

[15] D.R. Yafaev, Hankel and Toeplitz operators: continuous and discrete representations,
Opuscula Math. 37 (2017), 189–218.



898 Adolf Mirotin, Ekaterina Kuzmenkova

Adolf Mirotin (corresponding author)
amirotin@yandex.ru
 https://orcid.org/0000-0001-7340-4522

F. Skorina Gomel State University
Department of Mathematics and Programming Technologies
246019, Sovietskaya, 104, Gomel, Belarus
Regional Mathematical Center
Southern Federal University
Rostov-on-Don, 344090 Russia

Ekaterina Kuzmenkova
katuha66@tut.by

F. Skorina Gomel State University
Department of Mathematics and Programming Technologies
246019, Sovietskaya, 104, Gomel, Belarus

Received: June 23, 2021.
Accepted: August 9, 2021.


