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Abstract—Efficient resource management is a challenging task

in distributed systems, such as the Internet of Things, fog,

edge, and cloud computing. In this work, we present a broad

overview of the Internet of Things ecosystem and of the chal-

lenges related to managing its resources. We also investigate

the need for efficient resource management and the guidelines

given/suggested by Standard Development Organizations. Ad-

ditionally, this paper contains a comprehensive survey of the

individual phases of resource management processes, focus-

ing on resource modeling, resource discovery, resource esti-

mation, and resource allocation approaches based on perfor-

mance parameters or metrics, as well as on architecture types.

This paper presents also the architecture of a generic resource

management enabler. Furthermore, we present open issues

concerning resource management, pointing out the directions

of future research related to the Internet of Things.

Keywords—Internet of Things, resource allocation, resource dis-

covery, resource management.

1. Introduction

The Internet of Things (IoT) connects physical world ob-

jects around us to the Internet. The heart of the IoT ecosys-

tem comprises a huge set of smart devices with sensors and

actuators, offering also a certain amount of computational

and communication capabilities [1]. The operating princi-

ple of IoT devices or a system of smart objects is shown

in Fig. 1. The system performs a number of tasks, such as

sensing, communication, computation and actuation, which

are required for collecting and processing data within the

IoT environment. The sensors used may be of different

types and may measure, for instance, temperature, humid-

ity, pressure, etc. All such devices are used to gather data

from their surrounding environments. In the next step, this

information is uploaded to the server, either directly or via

a gateway. Based on server feedback, IoT devices may

send commands to actuators in order to properly adjust the

specific parameters.

IoT finds numerous applications in the real-world environ-

ment, e.g. in smart homes, intelligent transportation, health

Fig. 1. Operating principle of IoT devices or smart objects.

monitoring, retail activities, smart cities, environment mon-

itoring, power management, etc. [2], as shown in Fig. 2.

Fig. 2. Applications of IoT.

Due to the considerable benefits offered by IoT applica-

tions, industries, R&D labs and governments from across

the world are investing huge amounts in IoT technologies.

This has led to fragmentation and strong competition on

the IoT market that suffers from incompatibility due to the

existence of multiple standards. The International Telecom-

munication Union for Telecommunication (ITU-T) has rec-

ognized the different challenges faced by IoT networks in

comparison to traditional networks. ITU-T has proposed
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a new reference model for the IoT environment [3]. It

consists of four layers: device layer, network layer, ser-

vice support layer and application support layer. Manage-

ment and security capabilities are taken into consideration

as well. Since management and security capabilities ap-

ply to all four layers, they are represented vertically in the

ITU’s reference model.

The new paradigm of connected smart devices creates

a number of research challenges, related mainly to in-

teroperability across heterogeneous networks, machine-to-

machine communication, self-aware and self-organizing

networks, open framework for the IoT, large-scale deploy-

ment of infrastructure, dynamic, autonomous and adap-

tive resource management, ad-hoc deployable and config-

urable networks, distributed energy efficient data process-

ing, mechanisms protecting against attacks, access control

and accounting schemes for IoT, lightweight secure and

high performance authentication, standardization of APIs,

and context-aware adaptation of operation [4].

Traditional computer network architectures and reference

models may not be suitable to tackle these challenges and

issues. Many researchers have suggested an increased num-

ber of layers compared to TCP/IP, but none is standardized

in the IoT environment (Fig. 3). The conventional three-

layer architecture comprises application, network, and per-

ception layers, whereas in the five-layer architecture, busi-

ness, application, processing, transport and perception lay-

ers are distinguished.

Fig. 3. Three- and five-layer architectures.

The application layer used in both architectures provides

user specific services, such as health monitoring systems,

fleet management, environment monitoring, and so on. The

perception layer is responsible for managing sensors and

actuators. It gathers such information as temperature, hu-

midity, motion, etc., and forwards it to the network layer

(in the 3-layer architecture) or to the transport layer (in the

5-layer architecture). It is responsible for networking the

functionalities of sensing devices, gateways and the server.

In the five-layer architecture, transport layer is responsi-

ble for transferring data using wireless technologies, e.g.

cellular, Wi-Fi or Bluetooth, from the perception to the

processing layer and vice versa. The processing layer is re-

sponsible for storing and analyzing data collected from the

transport layer. It uses other technologies, such as cloud,

fog or edge computing for processing such data. The busi-

ness layer manages the entire IoT ecosystem in order to

provide services to the user.

In this paper, we focus on existing solutions and open is-

sues related to managing resources in IoT ecosystems, i.e.

on the basic functionality of IoT that needs to be supported

in accordance with the ITU reference model. Research on

IoT resource management is scarce, but the works available

tend to focus on the stages of resource management pro-

cesses, as well as on the classification of resource allocation

methods based on energy, context, quality of service (QoS),

service level agreement (SLA), load balancing, cost, effi-

ciency, etc. [5]. WSN-based IoT networks, resource types

and resource scheduler methods are taken into consider-

ation as well, just as are resource allocation algorithms,

integrated approaches to IoT and fog networks, as well as

IoT, fog and edge devices.

But these works fail to discuss the overall nature of the

process, e.g. what resources are required to perform the

allocation. How it is modeled? Which types of infras-

tructures are used? How to take advantages of edge or fog

computing in delay-sensitive applications? IoT networks in-

tegrate multiple heterogeneous networks, such as personal

area network (PAN), mobile edge computing, and industrial

IoT, thus creating new challenges. Information is lacking

on how resources are identified, modeled and selected be-

fore the scheduling process. Taking into consideration the

shortcomings of work that has already been performed, we

have presented, in a systematic manner, the process of man-

aging resources in IoT, the potential options available for

modeling, and the existing algorithmic solutions. Finally,

we also outline research-related challenges and open issues

concerning IoT resource management.

In this work, we outline the importance of each phase of

the resource management process and describe their inter-

connection with the reference model and SDOs. The main

focus is placed on resource allocation algorithms and the

link between this stage and the remaining phases of the pro-

cess. The following are the most significant contributions

of our work:

• systematic study of multi-tier architectures (and their

stages) used for resource management,

• understandings different SDO and industry guidelines

suggested for managing IoT resources,

• outline of existing resource modeling, resource dis-

covery, resource estimation and monitoring tech-

niques relied upon in IoT resource management,

• analysis of existing resource allocation approaches

based on performance metrics and architectures,

• existing issues and future trends in IoT resource man-

agement.

The remaining part of this paper is organized as follows:

Section 2 presents an overview of resource management
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in IoT. The IoT resource management module used in Fi-

ware is described in Section 3. Challenges and research-

related issues concerning IoT resource management are out-

lined in Section 4. Finally, the discussion is concluded in

Section 5.

2. Resource Management in IoT

This section describes the ITU-T reference model for

IoT, ecosystems and the individual resource management

stages. In an IoT ecosystem, the participating entities are

heterogeneous in nature and rely on different processing

capacities (8/16/32/64-bit), communication technologies

(cellular/Bluetooth/Wi-Fi/ZigBee/RFID/LoRa) and storage

capacities. The sensing devices may be deployed in a deep

forest, may be a part of energy distribution systems used in

cities, or may be installed in moving vehicles.

Fig. 4. ITU-T reference model for IoT.

Each IoT application or service – e.g. real time video

streaming or simple event notifications – may have differ-

ent requirements. Deploying, maintaining and monitoring

a wide range of devices is a tedious task in a real world

environment. In order to address heterogeneity and com-

plexities of the network, ITU-T has proposed an IoT refer-

ence model shown in Fig. 4 [3]. The description of each

layer is presented below:

• Application layer – compromises with end user IoT

applications.

• Service support and application support layer –

offers generic and specific support capabilities.

Generic capabilities are used to offer common func-

tionalities that may be used by any specific applica-

tions. Specific support capabilities provide services

that are accessed by specific applications.

• Network layer – supports network transport capabil-

ities. As far as network capabilities are concerned,

it supports device connectivity, mobility manage-

ment, routing, authorization and authentication for

diverse protocols. In terms of transport capabilities,

it supports the transportation of application specific

data, IoT services, control and management infor-

mation.

• Device layer – this layer supports device and gate-

way capabilities. Device capabilities include direct

interaction with the communication network, indirect

interaction with the communication network, ad-hoc

networking between devices, as well as sleep and

wake-up cycle for energy conservation. Gateway ca-

pabilities include protocol conversion and multi in-

terface support.

• Security capabilities – support for application spe-

cific and generic capabilities. General capabilities in-

clude authorization, authentication, user privacy pro-

tection, security audits in the application layer, secure

communication, data and signaling at network layer,

as well as authentication, authorization and access

control over the device layer.

• Management capabilities – generic and specific ca-

pabilities are distinguished here. Specific capabilities

deal with application specific requirements. Generic

capabilities, in turn, perform functions for specific

applications, including device activation, deactiva-

tion, remote access, device status, software updates,

topology and traffic management. The management

layer is responsible for fault detection, accounting,

configuration, security and for performance of device

and software components.

2.1. Resources in IoT Ecosystems

The various types of resources used in IoT environments

are shown in Fig. 5. The resources may perform any tasks

that are useful for the system, network or end user appli-

cations. In general, there are two main types of resource

management approaches that are concerned with infrastruc-

ture and applications. Infrastructure-based resource man-

agement relates to computational, networking, storage and

energy resource managements. From the system perspec-

tive, hardware (sensor, CPU, memory), firmware and soft-

ware resources may be distinguished. From the network

prospective, the resources may include the radio antenna,

channel, bandwidth, routing path or nodes. Storage re-

source management is associated with various types of dif-

ferent components, such as memory, file system and so on.

Similarly, energy resource management deals with energy,

battery and so on. From the application or user perspective,

resource management may affect any software components,

such as application management module, resource informa-

tion base, customer information base, resource identifica-

tion or resource modeling.
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Fig. 5. Types of IoT resources.

2.2. Distributed Architecture of IoT Ecosystems

Data collected by sensor nodes has to be processed be-

fore being used for the provision of meaningful services

to users or applications. Processing consumes multiple re-

Fig. 6. Distributed architecture of IoT system.

sources that are geographically distributed. It involves het-

erogeneous hardware, software and communication tech-

nologies. Figure 6 shows the typical operating principle of

a distributed IoT ecosystem.

Sensing devices may be IP or non-IP based. Non-IP based

IoT devices are generally low powered devices using such

protocols as Bluetooth, ZigBee and Wi-Fi. These devices

forward the collected information to the nearest configured

gateway. Data collected at each gateway is filtered and

processed before being forwarded to the central server or

cloud storage. IP-based IoT devices will forward the data

either through the gateway, or they may upload it directly

to the central server. Distributed architecture is associated

with the following computing mechanisms that are affect

resources in the IoT environment:

• Cloud computing resources in IoT ecosystems.

Clouds rely on vast computational and storage re-

sources. IoT devices may be used in cloud comput-

ing infrastructures for storing and performing a com-

plex analysis of IoT data. Cloud computing offers

reduced storage, computational and operational cost.

But the integration of IoT and cloud gives rise to

many challenges [6]. Seamless Internet connectivity

is required, mainly, and latency between cloud and

IoT devices is also very high, which is unacceptable

for real-time applications, such as health monitoring

systems. Additionally, security and privacy will also

pose major challenges, since data is stored remotely

will also be a major challenge since data is stored

remotely.

• Edge computing resources IoT ecosystems. Edge

computing offloads the resource demand from end

devices and cloud. Edge devices may include the
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gateway, device controller or smartphone. Real-time

applications that demand low latency and high re-

sponse times benefit from edge computing. Edge

computing contributes also to efficient context-aware

computing and to mobility management.

• Fog computing resources in IoT ecosystems. The

fog computing paradigm is similar to that of edge

computing, bringing computation, storage and net-

work services near the data source, instead of trans-

ferring them to cloud computing. But in fog comput-

ing, one or more devices in LAN help in offloading

the workload of edge devices. This approach offers

advantages that are similar to those of edge comput-

ing, but with a much higher processing and storage

capacity.

Resource requirements of distributed IoT systems de-

pend solely on the system’s functional and non-functional

requirements. Detailed specifications are provided by

ITU-T [7]. The different requirements and their classifi-

cation are presented below:

• business requirement specification – a high-level doc-

ument that specifies the organization’s motivation to

development of a new system,

• stakeholder requirement specification – includes the

perspective and requirements of different stakehold-

ers, such as users/operators/maintenance personnel,

related to using the system to generate business con-

tributions,

• system requirements specification – specifies the

technical requirements of the selected system, includ-

ing those of functional and non-functional character:

– functional requirement specification – speci-

fies the behavior of the system in terms of ser-

vice/function/operation. The important func-

tional requirements specified by ITU for IoT

networks include application support require-

ments, service requirements, communication

requirements, device requirements, data man-

agement requirements, security and privacy

protection requirements,

– non-functional requirement specification –

specifies supplementary/quality-related charac-

teristics of the system. The important non-

functional requirements specified by ITU-T for

IoT networks include interoperability, scala-

bility, reliability, high availability, adaptability

and manageability. Non-functional resource re-

quirements are difficult to calculate, as they are

of the subjective and relative nature [8]. An at-

tempt to improve one parameter may exert a di-

rect impact on other parameters of the same

system.

In the IoT environment, management of resources is a cru-

cial task in terms of fault tolerance and security. The re-

source management functionality is distributed across the

different layers of the reference model. Any hardware, soft-

ware and communication modules can be modeled as re-

sources.

2.3. Resource Management in IoT

The individual stages of the resource management process

are shown in Fig. 7. Resource modeling is an important

stage in resource management. It is the process of ab-

stracting and building metadata for IoT resources. Effective

resource modeling is the key to efficient resource discov-

ery and allocation mechanisms in IoT networks. Resources

are modeled based on semantic, virtualization and attribute

modeling methods. Each of these modeling methods is

described below:

• Semantic modeling. This model helps build loosely

coupled, interoperable and service-oriented IoT ar-

chitectures. Device capabilities or services rely on

standard or machine-readable formats, which en-

hances machine-to-machine (M2M) communication,

derivation of new knowledge and interoperability [9].

Different SDOs are working to address issues re-

lated to standardization. Sensor web enablement

by Open Geospatial Consortium (OGC) addresses

mainly sensors, sensor data models and sensor web

services [10], [11]. It also includes a specification

related to observation and measurement (O&M), sen-

sor modeling language (SML), transducer model lan-

guage (TML), sensor observation services (SOS), etc.

W3C defines also the formal specification for data

representation by means of a resource description

framework (RDF) and ontology representation lan-

guage, such as ontology web language (OWL).

• Virtualization based modeling. In this model, sen-

sor hardware, software or network resources are rep-

resented virtually in a cloud or a gateway, for ease

of management and for optimized resource utiliza-

tion [12]. Different types of virtualizations relied

upon in IoT are listed below:

– Software defined network (SDN). SDN ab-

stracts the physical network, which helps in

controlling and configuring the network behav-

ior centrally. SDN has two planes – one is the

forward plane for packet transmission, and the

other is the control plane for network configura-

tion and management. Decoupling these planes

aids in element of heterogeneous devices;

– Network function virtualization (NFV). NFV

eliminates the need for dedicated hardware and

uses a commodity server for network functions.

Different network functions, such as routing,
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Fig. 7. Stages of the resource management process.

firewall, load balancing and intrusion preven-

tion may be performed by the commodity server

due to NFV implementation;

– Containers/dockers. This approach is an OS

level virtualization, where applications are

packed with their own dependencies, libraries

and configuration files. Since multiple contain-

ers are executed directly on the host OS, the

solution is more lightweight than virtual ma-

chines. In IoT ecosystems, many cloud ser-

vice providers support development and man-

agement of containers [13]. Containers are gen-

erally deployed in edge devices, helping in real

time data analysis (e.g. packet inspection and

intelligent alert systems). They also act as load

balancers by reducing the load of cloud devices;

– Sensor virtualization. In this approach, an

abstract model of IoT devices is hosted on

the central server. End user applications sub-

mit requests to the central server, with an ab-

stract IoT device representation, rather than to

physical IoT devices. Sensor virtualization en-

hances energy efficiency and lowers mainte-

nance cost [14].

• Attribute based modeling. In attribute based re-

source modeling, resources are designed based on

functionality and attributes of devices, such as their

location, energy, sensing parameters, etc.

Results of some research projects related to resource mod-

eling have been published recently. In [15], the authors

suggest a set of tasks to be performed by a set nodes in

polynomial time. While modeling the metadata, the author

has considered various properties and constraints of nodes.

Such constraints as location, sensing capacity, power, soft-

ware and hardware are modeled in the form of a binary

programming model and are then applied using the heuris-

tic method. In paper [16], the author modeled the prob-

lem of assigning different IoT services to different physi-

cal interfaces. In this approach, interfaces are modeled as

resources. Since the interfaces are limited in any system,

multiple services compete for those interfaces that are avail-

able. The author proposes two algorithms: single round

assignment – when sufficient resources are available, and

multiple rounds – when resources cannot be shared in the

single round. Service splitting is performed to handle the

workload. Splitting and distribution cost is also considered.

Another approach is based on application demand and re-

sources are identified based on the deployed WSNs [17].

Then, the linear programming model is applied to map the

resources and application requirements. It considers dif-

ferent attributes, such as functional capability of the node,

granularity of operation, power consumption, location, duty

cycle and fidelity region. In [18], the authors discuss hard-

ware, software and communication resources that are inte-

grated to provide services (i.e. everything as a service) to

IoT user. They also place a greater emphasis on information

rather than on infrastructure.

The work presented in [19] has led to designing an IoT

service discovery and ranking method that uses semantic

modeling. Ontology linking is used to create semantic rea-

soning for better IoT services. Semantic based resource

modeling approaches are effective in handling heteroge-

neous, distributed, and ultra large-scale resources in IoT.

Paper [20] presents the OpenIoT platform that uses W3C

SSN ontology. It also explains the process of implementing

IoT applications with cloud integration. The W3C SSN on-
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Table 1

Comparison of different resource modeling techniques

Refer-
Attribute- Semantic- Virtualiza-

ences
based based tion-based Method used Proposed approach

approach approach approach

[15] • ◦ ◦

Binary programming model is devel-

oped to represent attributes of IoT

device and its constraints.

Heuristic method to improvise

execution time and load balance.

[16] • ◦ ◦

Mathematical model considers ser-

vices and interfaces as resources.

Mapping of interfaces to services im-

proves the utilization, service, and ac-

tivation cost.

[17] • ◦ ◦

Deployed WSNs resources are mod-

eled as a resource map for satisfac-

tion of IoT requirements.

The framework optimizes the resource

mapping and allocation time.

[18] ◦ • ◦ Hardware, software and network are

modeled as a service.

A new service model where hardware,

software and communication modules

are integrated as a single service for

the user.

[19] ◦ • ◦

Ontology linking is performed for

service discovery and ranking.

Scalable solution based on semantic

reasoning.

[20] ◦ • •

SSN ontology is used for middle-

ware, supporting virtual sensors in

cloud.

The model is based on the W3C SSN

ontology which provides better interop-

erability.

[21] ◦ • ◦

A new, SSN ontology-based design

pattern is proposed.

Lightweight semantic modeling

method, extendable due to linked data.

[22] • • ◦

NFV is applied at intermediate

nodes.

Two intermediate processing nodes for

better execution time and response

time.

tology is described from the perspective of sensors, sensing

capabilities, stimuli and observations [21]. The work pro-

poses also the stimulus-sensor-observation ontology design

pattern, which relies on light-weight semantics preferred by

several linked data applications.

The importance of semantic interoperability and its chal-

lenges are presented in [22]. The author discusses about

challenges related to data modeling, information ex-

change, semantic annotation and semantic discovery of data

sources, semantic reasoning and interpretation, as well as

knowledge representations. The work outlines also a few

important requirements for IoT semantic platforms. In pa-

per [23], the author quantitatively evaluated four different

IoT middleware platforms using a small-scale IoT scenario.

In this work, a comparison of functional components, such

as service registration, discovery and composition, was per-

formed. The work highlights the need for an autonomous

system with automatic service registration, discovery and

composition to handle heterogeneous devices in IoT envi-

ronments.

Virtualization of IoT devices for such applications as smart

cities is discussed in [24]. Two intermediate nodes are

added to the system, i.e. an application node and a function

node. Gateway nodes store raw data generated by the sen-

sors, whereas function nodes process the raw data. A ser-

vice application connects directly with the function nodes.

This work uses NFV to service a node, rendering flexi-

ble and scalable micro-services. The proposed prototype is

integrated – via cloud, edge and IoT devices – with a cam-

era. Results of the experiment prove reduced processing

time and improved resource sharing.

Different resource modeling approaches are summarized

and compared in Table 1. One may see that efficient re-

source modeling approaches are very important to achieve

portability, scalability and ease of maintenance. Semantic

based modeling facilitates M2M communication and pro-

cess automation. But due to multiple SDOs and their for-

mats, interoperability is still a challenging task. Also, while

building resource models, the level of abstraction should

be selected legitimately. Otherwise, metadata management

will become a tedious task. Resource modeling based on

the attributes of resources may be used to build mathemat-

ical models for simulating and testing real world scenarios.

As far as virtual resource modeling is concerned, it helps

ease maintenance and offers better utilization of resources.

Virtualization based SDN and NFV aid in handling hetero-

geneity and scalability.

2.4. Resource Discovery in IoT

The resource discovery module is responsible for identify-

ing the resources required to satisfy application requests,
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i.e. for device registration, configuration and ranking. Due

to the large number of different IoT devices, the resource

discovery module is expected to offer automatic discovery

of resources, their properties and capabilities. Some of the

existing technologies used here include P2P and distributed

resource discovery, centralized architecture, CoAP-based,

semantic based, and search engine based resource discov-

ery. These are described below:

• Distributed and P2P Discovery Services. In this

method, distributed devices are used to adopt a dis-

tributed hash table and are interlinked by a P2P over-

lay protocol to enable local and global service dis-

covery. The method supports also multi attribute in-

dexing, range queries and P2P routing. Therefore,

the distributed architecture model effectively handles

scalability and various issues related to IoT;

• Centralized Architecture for Resource Discovery.

In this method, a central infrastructure is built for

resource discovery. All devices should register to the

centralized infrastructure before providing services.

Client devices may discover and take advantage of

a given service by accessing the central server;

• CoAP-based Resource Discovery. Here, the service

discovery mechanism is adopted. CoAP servers ex-

pose a set of RESTful web services to clients. The

interested CoAP clients request the server to provide

service. Based on the request, a client may receive

a list of resources and their attributes or metadata.

But this method has certain drawbacks related to re-

source discovery lookup by remote devices. It also

suffers from scalability and security issues;

• Semantic-based Resource Discovery. Resource dis-

covery is based on semantic interpretation of re-

sources. Standard web technologies are used for se-

mantic representations of devices and their capabil-

ities, fostering interoperability, such as URI, HTTP,

SensorML, JSON (JavaScript Object Notation) and

efficient XML Interchange (EXI);

• Search Engine-based Resource Discovery. This

model is similar to the Google search engine, but

is not identical. The Google search engine is based

on web documents, while an IoT search engine is

based on resources, attributes and their properties.

There are different types of IoT search engines, such

as keyword, location, real-time, and hybrid search

engines.

Paper [25] presents a search engine based resource discov-

ery framework which is made up of three layers, namely

proxy, discovery and service enablement layer. The proxy

layer discovers the objects regardless of their technologies.

It includes drivers and the protocol required to communi-

cate with the devices. The discovery layer is responsible for

storing metadata in the CoRE link format and for search-

ing and ranking the resources based on user input. The

service enablement layer provides the service to the user

by RESTful web services. Interoperability between differ-

ent description models of the sensor is a challenging task.

Paper [26] describes a new framework based on keyword

or geospatial searching approach. This framework supports

API, SensorML and W3C JSON-LD description models. It

will automatically detect the modeling language and parse

its data. Then, this parsed data is converted into a standard

format and stored in the database, along with location.

In [27], a centralized resource discovery framework is pro-

posed, using web standards. In the proposed framework,

resource categorization and indexing are done based on

multiple domains. SDN based resource discovery in IoT

networks is discussed in [28]. It suggests that traditional

network architectures are not suitable for IoT resource dis-

covery and routing path definition. To obtain a congestion

free network, the author proposes an SDN based IoT net-

Table 2

Comparison of different resource discovery approaches in IoT

References Method/approach Centralized Distributed Framework/prototype/model proposed

[25] Search engine based • ◦

New framework is proposed with proxy, discovery and

service enablement modules.

[26] Semantic-based indexing • ◦

The proposed framework parses metadata of multiple

standards and creates indexes automatically.

[27] Semantic-based • ◦

The proposed framework stores context-aware and

geolocation information, along with resource infor-

mation.

[28] SDN-based • ◦

iFogSim simulation tool is used for efficient resource

discovery based on SDN.

[29] Agent-based ◦ •

Multiple agents are installed in IoT devices, gateway

and server.

[30] Mathematical model ◦ •

Effects of multiple context aware parameters are ana-

lyzed using a mathematical model.
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work. Context information from network entities, compu-

tational devices and IoT devices is analyzed by means of

a centralized SDN approach. The proposed model is simu-

lated using the iFogSim tool which shows that SDN based

IoT networks outperform traditional networks.

An autonomous multi-agent resource discovery mechanism

for IoT is discussed in [29]. The author proposes a model

with multiple agents running on the server, gateway and

each IoT device. Initially, the server agent forwards the

command to the gateway agent that forwards the command

to agents of the particular devices. The proposed work

assumed that agents are already preinstalled in each IoT

device. This allows to avoid any commands that may be

potentially missing during sensor sleep schedule, and IoT

devices register their sleep pattern and type of service with

the gateway agent.

The work presented in [30] analyses the different multi-

objective decision making methods. The model is based

on the centralized resource discovery model which uses

the number of sensors and context information to ensure

efficient results. The author claims that results obtained

with the use of the simple additive weight method (SAW)

offer better quality compared to the technique relying on

the prioritization order, with that quality being similar to

an ideal solution. In [31], the authors compare three com-

monly used discovery protocols, namely CoAP, MQTT and

UPnP, based on memory footprint, CPU footprint, latency,

downstream and upstream traffic. In this work, results of an

experiment performed show that CoAP outperforms MQTT

and UPnP, but at a higher memory overhead.

Table 2 summarizes different resource discovery ap-

proaches presented in recent publications.

2.5. Resource Estimation

In most IoT applications, user requests and data generation

are spontaneous processes that pose a great challenge in

the prediction of IoT resources. But for optimal system

performance and efficient utilization, a certain level of es-

timation is not accurate enough. Generally, estimation of

resources is performed based on historical records stored

in the cloud. Fog may also aid in the estimation of re-

sources, as they are deployed near to the sensing devices

and they also have better knowledge of the location and

higher context awareness.

IoT resource estimation depends on device type, device

mobility, energy status, type of data generated or pro-

cessed, communication method, security measures adopted

and customer behavior. The extra pre-allocation of re-

sources may lead to their underutilization. Improper al-

location of resources will also directly affect system per-

formance. Therefore, the resource management system

should accurately predict the resources required for opti-

mal performance of the system. In this regard, data ana-

lytical tools can be used for the prediction of data based

on historical records stored in the cloud. The context in-

formation derived from edge and fog devices can also be

used for accurate estimation of nearby resources. Data

mining algorithms, probabilistic methods, predictive algo-

rithms, location- and context-aware resource approaches,

etc. are used for this purpose.

Some research papers are devoted to IoT resource estima-

tion. In [32], a mathematical model for determining cus-

tomers’ reliability and loyalty in order to ensure better uti-

lization of resources is proposed. In this work, relinquish

probability is used to prioritize loyal customers and for giv-

ing a fair chance to new ones. [33] proposes a resource es-

timation and allocation approach that is based on customer

and device type. In the model, customers are categorized

as new, absolutely new and existing. Paper [34] presents

a resource allocation method based on customer type and

loyalty. It uses crawdad real trace and Amazon EC2 pric-

ing. Results show that loyal customers are provided with

better service and resources are allocated cautiously to other

customers.

2.6. Resource Monitoring

IoT networks link a vast number of heterogeneous devices

that support a wide range of applications. Real time ap-

plications, e.g. those used for patient health monitoring,

flood alerting, fire alarms and for reporting loss of or de-

lays in transferring information, may be a cause of a serious

failure. Monitoring tools used in IoT should detect device

failures, degraded performance, network delay, security at-

tacks, etc. Algorithms are also needed for resource monitor-

ing, (fault tolerance algorithms, security algorithms, agent-

based algorithms, machine learning and so on).

In [35], the challenges related to IoT resource monitor-

ing, e.g. identification of sensor malfunctions, inappropriate

calibration, delays, packet loss, network failures, device

energy status, security attacks and performance issues re-

lated to CPU and memory are discussed. [36] presents

a new IoT monitoring tool for the agent-manager model. It

is a lightweight solution compared with the SNMP based

monitoring system. The agent devices follow commands

forwarded by the manager device, i.e. a gateway.

Paper [37] outlines the IoT ecosystem challenges that are

related to effective monitoring of resources. It also com-

pares two standard network monitoring tools, namely big

brother (BB) and Zenoss.

2.7. Resource Allocation

In a heterogeneous IoT system, achievement of a satisfac-

tory level of service (SLA) related to end-user applica-

tions is a major challenge. For example, patient moni-

toring systems and city surveillance systems require com-

pletely different resource management strategies. When an

application requests a service from IoT devices, multiple

steps are performed before the resources are allocated. In

short, client authentication requires specific resources, so

the pool of available resources, access permission and uti-

lization constraints need to be verified in the middleware

framework. To solve complex resource allocation problems,
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mathematical models are required that operate in the real

world environment. In such models, the specific scenario

is mapped to a standard optimization algorithm. The im-

portant categories of resource allocation algorithms include

the following:

• Multi-objective optimization algorithms. These al-

gorithms identify the best option from a set of fea-

sible solutions. IoT resource allocation problems are

often modeled as multi-objective optimization prob-

lems, since they involve a conflict of multiple criteria

objectives. Most resource allocation problems try to

apply the Pareto rule, where a change in any objec-

tive degrades at least one of the remaining objectives.

Since these algorithms find exact solutions, they are

computationally complex and consume more compu-

tational power;

• Heuristic algorithms. These algorithms are faster in

finding an approximate solution instead of an ac-

curate solution that requires a higher computation

cost. They are also used to obtain near optimal solu-

tions when other optimization algorithms fail to gen-

erate exact data. All these benefits are achieved by

trading optimality, accuracy, precision and complete-

ness of the solution. These algorithms lack in flexibil-

ity and are sensitive to key decision parameters. Even

minor changes will drastically affect the end solution.

Examples of such algorithms include, greedy and

tabu search approaches;

• Meta-heuristics algorithms. These are higher level

procedures relied upon to find a sufficiently good so-

lution based on incomplete or imperfect information.

These algorithms do not provide a globally optimal

solution. Their examples include ant colony opti-

mization, particle swarm optimization or genetic al-

gorithms;

• Game theory-based algorithms. Game theory mod-

els rely on rational behaviors of two or more play-

ers and on their interdependence. Cooperative and

non-cooperative games models are usually applied

to solve resource allocation issues in IoT ecosystems

by achieving the Nash equilibrium. The game theory

model may not be suitable for a number of scenarios.

For example, the game theory expects each player

to be homogenous and to have similar capabilities,

while IoT networks consist of highly heterogeneous

devices. Also, it expects multiple interactions be-

tween the participating devices. Fulfillment of this

condition is not feasible due to the large number of

devices and the related energy constraints.

Among many papers focusing on resource allocation, it is

worth mentioning [38] which discusses network lifetime

and throughput for uplink communication in battery pow-

ered IoT networks. At first, the available channels are

grouped and allocated to IoT users. Then, transmission

power allocation is optimized for each user group based on

the Markov decision process (MDP). The efficient chan-

nel allocation algorithm (ECAA) proposed outperforms the

random channel assignment approach by 90% and offers

better time efficiency.

The problem of assigning a gateway to IoT devices is dis-

cussed in [39]. Each sensing device has to forward data

either to the cloud or the server through the one or more

gateways. Proper mapping of IoT devices and gateways

allows to achieve good QoS. In the proposed work, the

author modeled the gateway allocation problem as an NP-

complete bipartite matching problem, where IoT devices

have different data transmission requirements. Later, the

work proposes a repetitive Ford-Fulkerson algorithm (RFF)

for equal workload scenarios, and an approximation algo-

rithm called greedy gateway algorithm (GGA) for unequal

workload situations, minimizing the maximum traffic at the

gateway.

Paper [40] presents a resource allocation problem experi-

enced in the downlink connection of a fog-based IoT net-

work. QoS parameters, such as delay, throughput and bit

error rate are considered for ultra-reliable low latency com-

munications (URLLC) and for enhanced mobile broadband

(eMBB) service type applications. URLLC requires a high

tolerable BER, whereas eMBB requires a high bandwidth

which may comprise delay and BER. Centralized resource

allocation will be NP-hard considering the heterogeneous

nature and the number of devices involved. The integrated

analytic hierarchy process (AHP) and the two-sides match-

ing game approach ensure higher utility gains. AHP re-

duces complex QoS into traceable hierarchical subprob-

lems, which helps in prioritizing QoS parameters, while

the two-side matching game approach is initiated between

fog network infrastructure and IoT devices. The service-to-

interface assignment (SIA) problem that is extended onto

multiple IoT devices and modeled as SIA-MID (service-to-

interface assignment for multiple IoT devices) is presented

in [41]. The classic SIA problem is designed for a single

IoT resource, whereas SIA-MID is designed for more than

one IoT device.

Bandwidth allocation between access points (APs) and the

base station (BS) and modeled as a hierarchical two-stage

game model is presented in [42]. At the first stage, band-

width allocated to BS is distributed among APs using the

asymptotic Shapley value method. Each AP acts as a game

player forming an inter-AP game. In the second stage,

bandwidth allocated to each AP is distributed across differ-

ent classes of multimedia services using the relative utili-

tarian value approach. Different classes of traffic services

will act as game players here. At the end of each unit’s

time period, the relative utilitarian value is recalculated

and bandwidth is redistributed across APs. When com-

pared with the game-theoretic hierarchical resource allo-

cation (GHRA) scheme and the auction-based hierarchical

resource allocation (AHRA) model, the algorithm shows

better throughput, service rate and minimal resource uti-

lization.
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[43] proposes a new resource allocation mechanism called

search economics-based IoT resource allocation (SEIRA)

and using meta-heuristic and data clustering algorithms. In

the data clustering algorithm, k-means is used to gener-

ate improvised initial values that are used in search eco-

nomics (SE). SEIRA uses hybrid encoding, modified tran-

sit and a local search operator for better results. SEIRA

and SEIRA-KD (SEIRA with k-means and dynamic local

search) yield better results and are faster compared with GA

and SA methods. An optimal resource allocation strategy

for the three-tier IoT architecture is proposed in [44]. The

three-tier architecture includes data service operator (DSO),

data service subscribe (DSS) and fog nodes (FN), where

each entity acts autonomously and observes the behaviors

of each other for better decision making. The proposed

algorithm has four stages, including resource purchasing

problem for DSSs, with DSOs modeled as the Stackelberg

game, pricing problem for the DSOs, DSO and FN pair-

ing problem as many-to-many matching games, and un-

der same DSOs pairing problem between FN and DSS as

many to many matching problems. Simulation results show

that DSOs, FNs, and DSSs achieve higher utility rates au-

tonomously.

A distributed consensus-based algorithm in which virtual

objects (VOs) negotiate with other elements in order to op-

timize resource allocation by distributing the workload is

presented in [45]. It extends the VOs model to incorpo-

rate quality of information (QoI) for decision making. The

result shows an improved node lifetime and a faster con-

vergence time for task distribution. The fog radio access

network (F-RAN) resource allocation problem is discussed

in [46]. Fog RAN reduces latency – an important parameter

in IoT applications. The proposed algorithm is modeled as

MDP and is further reinforcement by learning to obtain the

optimum solution. Simulations of the proposed algorithm

outperforms the fixed threshold algorithm.

Paper [47] proposes a middleware-based approach used to

distribute the task among different IoT devices, so that re-

sources are adequately shared. The proposed middleware

has two layers, i.e. semantic layer for interoperability of

nodes, as well as resource allocation and management layer

(RAML) for task group management. The distributed pro-

tocol is proposed based on the consensus algorithm which

converges the optimal allocation of resources offering, in

most cases, an error rate of less than 5%. The proposed

model is tested in Matlab, using the Telit development

board. Data transmission between gateways is presented

in [48]. Composite services are executed at the gateway

by using one or more IoT resources that are allocated to at

least one gateway. To reduce the volume of data exchanged

between gateways while executing composite services, net-

work topology is transformed into the degree-constrained

minimum spanning tree (DCMST). A modified version of

DCMST is used to identify the optimal solution by ap-

plying the genetic algorithm. Simulations of the proposed

algorithm show a 97% success rate, on average, while find-

ing a near optimal solution. Allocation of heterogeneous

IoT resources is modeled as the Stackelberg game model

in [49]. The network operator is modeled as the leader and

the mobile terminal as a follower. The network operator

sells the resources to the mobile terminal based on dynamic

pricing. A distributed iterative algorithm is proposed which

allows the entire network to reach the Nash equilibrium as

a part of the Stackelberg game model. A simulation result

provides an optimal pricing strategy.

The work presented in [50] proposes an adaptive resource

allocation algorithm (AMSRS) for IoT devices with con-

strained bandwidth. When performing sensing and actuat-

ing operations, network bandwidth is dynamically assigned

based on the signals’ frequency domain characteristics.

Compared with the static algorithm, AMSRS reduces accu-

mulated and maximum errors by 60%, while path tracking

the UGV. A novel resource management framework is pro-

posed based on the device cloud approach [51]. In the

proposed framework, IoT resources are considered as part

of a cloud resource pool. The proposed work considers

IoT end devices as data end points (DEP), the gateway as

a data integration point (DEP), and the communication in-

frastructure as a machine communication network (MCN).

The core components of the proposed framework include

device directory which provides a data model for the de-

vices and their life cycle. The user directory module is

designed for identifying and controlling access to manage-

ment services. The management module is developed for

performing the resource allocation process. The proposed

framework is implemented at the gateway or an aggregat-

ing node. Article [52] discusses the challenges that need to

be tackled in the device cloud approach, such as runtime

device integration, interoperability, data models, nomencla-

ture, and the service execution environment.

Paper [53] offloads the task from the local wireless device

to a fog network. The different parameters to be man-

aged at the device and network level are modeled using

mixed integer linear programming (MINLP). The hybrid

genetic simulated annealing algorithm is applied to solve

the proposed issue, resulting in lower power consumption

by local devices, faster convergence rates and minimum la-

tency. An energy efficient resource optimization algorithm

for cognitive IoT (CIoT) is proposed in [54]. Since CIoT

consumes more energy for sensing operations in order to

achieve better spectrum efficiency, the proposed algorithm

harvests the primary user’s RF energy to increase network

lifetime. The number of nodes, sensing time and trans-

mission power are modeled as a non-convex optimization

problem. The proposed work suggests a node alternative

algorithm which uses Langrange optimization for power ad-

justments and Dinkelbach’s optimization for node energy

and network lifetime corrections.

Paper [55] presents an application-aware workload distri-

bution approach focusing on edge devices. Resources of

edge devices are dynamically adjusted to reduce response

time. A heuristic algorithm is applied to distribute user re-

quests to different edge devices. Research presented in [56]

proposes a framework for multiband spectrum sensing,
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Comparison of different resource allocation approaches
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[38] MM – Markov decision process
• gateway with LoRa

◦ ◦ ◦ • ◦ ◦ •

• network lifespan

• IoT device • throughput

[39]
MM – greedy method • IoT device

• ◦ • ◦ ◦ ◦ ◦ • traffic minimization
(heuristic method) • gateway

[40] MM – game theory

• fog devices

• • ◦ ◦ • ◦ ◦

• throughput
• IoT device

• utilization of fog devices
• gateway

[41] MM – metaheuristic method
• IoT device

• • • ◦ ◦ ◦ ◦ • faster convergence
• gateway

[42] MM – game theory

• access point

• ◦ • • • ◦ •

• throughput

• IoT device • service rate

• gateway • better resources utilization

[43] MM – metaheuristic method
• IoT device

• ◦ • ◦ ◦ ◦ ◦

• faster solution conver-

• gateway gence rate

[44] MM – game theory

• IoT device

• ◦ • ◦ ◦ • ◦

• higher utilization at fog
• fog network

and IoT devices
• data service provider network

[45]
Framework based on distributed • cloud

• ◦ • ◦ ◦ ◦ ◦

• node lifetime

consensus-based algorithm • IoT devices • faster convergence

[46] MM – Markov decision process • fog node • • ◦ • ◦ ◦ ◦

• latency

• utilization

[47] Middleware framework prototype
• cloud

• ◦ • ◦ ◦ ◦ ◦

• faster convergence

• IoT device • less error rate

[48] MM – metaheuristic method
• IoT

◦ • • ◦ ◦ ◦ ◦

• faster convergence

• gateway • minimize traffic

[49] MM – game theory
• network operator infrastructure

• • ◦ ◦ ◦ ◦ ◦ • utilization
• IoT device

[50] MM – multi objective optimization • IoT device ◦ ◦ ◦ • • ◦ • • error rate reduction

[53] MM – metaheuristic method

• fog devices

◦ • • ◦ ◦ ◦ ◦

• node energy
• gateway

• latency
• IoT device

[54] MM – heuristic method
• gateway

◦ ◦ • ◦ • ◦ ◦

• network lifetime

• IoT device • node energy

[55] MM – heuristic method

• fog devices

• • • ◦ ◦ ◦ ◦ • latency• gateway

• IoT device

[56]
MM – heuristic method and • gateway

◦ • ◦ ◦ • ◦ ◦ • faster convergence
game theory • IoT device

[57] MM – game theory
• gateway

• • ◦ ◦ • ◦ ◦

• node energy

• IoT device • packet to data ratio

[58] MM – metaheuristic method
• gateway

• ◦ • ◦ ◦ ◦ ◦

• service rate

• IoT device • node energy

[59] Block chain based framework
• gateway

• • ◦ ◦ ◦ ◦ ◦ • computation cost
• IoT device

[60] MM – heuristic method

• fog devices

• • • ◦ ◦ ◦ ◦

• service rate
• gateway

• utilization
• IoT device

[61]
MM – heuristic method and • gateway

• ◦ ◦ • • ◦ ◦

• data rate

game theory • IoT device • node energy

[62] MM – heuristic method
• gateway

• ◦ ◦ ◦ • ◦ ◦

• data rate

• IoT device • node energy

[63] MM – metaheuristic method

• fog devices

• ◦ • ◦ ◦ ◦ ◦

• energy
• gateway

• utilization
• IoT device
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using the branch and bound algorithm. It provides a cross-

layer configuration scheme for channel allocation based on

the potential game. The proposed algorithm helps achieve

dynamic resource allocation and also improves QoS pa-

rameters, such as energy consumption, throughput, delay,

reliability and cost. In [57], the author provides energy ef-

ficient and cost-effective solutions for threat models using

Pareto and Stackelberg leadership games. In the suggested

model, the packet-to-data ratio (PDR), energy and the cost

of installation are improved. The proposed model is tested

using the TOSSIM simulator.

Article [58] proposes a task offloading and resource allo-

cation model for mobile edge computing in an unmanned

aerial vehicle (UAV). The proposed application involves

resource intensive tasks that need to be performed with

minimum delay, which is an additional constraint. In the

proposed work, UAV position, uplink, downlink and com-

putation resources are modeled as an optimization problem.

Simulation results show a reduced service delay and lower

energy consumption by IoT devices. In [59], a Blockchain

based resource allocation approach is proposed, relying

on edge computing. Edge computing devices act as a ser-

vice provider for mobile devices which are willing to run

their miners. In the model presented, a new hash-based

power function is defined and an auction is conducted to

reduce computational cost and to increase social welfare.

[60] presents a method for balancing the load of fog de-

vices. To reduce the load, services are migrated dynami-

cally. The proposed model is tested on CloudSim, showing

improved resource utilization, service rate and a reduced

number of service nodes required. Paper [61] improves

the data rate and energy utilization by using the heuristic

greedy method and the cooperative game theory in the IoT

network. The greedy method is used to find the optimal

local solution, whereas interference between radio signals

generated by IoT devices is reduced by means of the game

theory.

For adaptive carrier spectrum allocation and joint spread-

ing time code generation, the joint step extreme recursion

(JSER) algorithm is proposed in [62]. This anti-jamming

self-adaptive algorithm reduces power consumption and im-

proves the signal to interference plus noise ratio (SINR).

The computational and cache resource management prob-

lem is modeled as a joint optimization problem in [63]. The

SDN-based information-centric model takes the allocation

decision based on the Q-deep learning artificial intelligence

algorithm. Dynamically short-term and long-term rewards

are provided for energy and computational cost expendi-

tures.

Table 3 presents a comparison of the different resource allo-

cation approaches. To summarize, the majority of research

is based on considering resource allocation problems, such

as resource optimization and middleware framework. In

the first approach, many researchers have developed mathe-

matical models using the graph theory, relying on operation

research applying different meta-heuristic approaches, such

as ant colony optimization, particle swarm optimization and

Table 4

Major metrics used in resource allocation approaches

Metrics References

Network lifetime [38], [53]

Throughput [38], [40], [42], [59]

Data traffic [39], [48]

Service rate [42], [56], [58]

Latency [46], [51], [53]

Error rate [47], [49]

Device utilization
[40], [42], [44], [45], [46], [49],

[58], [61]

Computation cost [41], [43], [47], [48], [54], [57]

Service rate [42]

Node lifetime
[45], [51], [52], [55], [56], [59],

[60], [61]

Table 5

Architecture types used in resource allocation

Metrics References

[38], [39], [41], [42], [43], [45],

Two-tier architecture [48], [49], [50], [52], [54], [55],

[56], [57], [59], [60]

Three-tier architecture
[40], [44], [46], [47], [51], [53],

[58], [61]

genetic algorithm. Many authors also use different game

theory approaches, such as cooperative game, evolutionary

game and Stackelberg game, where interactions between the

data service provider, access point, fog and IoT devices are

modeled as conflicting games. In the other approach, most

of the work is based on developing a middleware prototype

for resource management purposes. Only a few works focus

on testing resource allocation strategies using the standard

framework. But testing with the use of the real frame-

work is really important to understand the behavior of the

proposed algorithm and its assumptions in a real world sce-

nario. In Table 4, the important resource allocation metrics

are presented in terms of scalability, reduced communica-

tion and computation cost and load balancing aiming to

improve node and network lifetime. Edge and fog com-

puting are promising solutions for highly computationally-

intensive operations that delay sensitive applications. Ta-

ble 5 compares the number of resource allocation schemes

proposed for 3-tier and 2-tier architectures.

3. IoT Resource Management Module

in FIWARE

To manage diverse technologies and components of IoT,

generic enablers (GEs) or abstract interfaces have been de-

veloped. For example, the European ICT and standardiza-

tion committee proposes an open-source middleware plat-

form known as FIWARE [64]. Another popular open-

source project – IoTvity – proposed by the Open Connec-
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tivity Foundation (OCF) [65], also outlines similar respon-

sibilities of the resource management module. Both archi-

tectures incorporate resource identification and addressing

schemes, mapping of device ID to a specific device, dy-

namic linking of resources, as well as mechanisms for con-

trolling access to resources and information in the resource

management module. They also include device manage-

ment functions, such as activation, deactivation, software

update or remote monitoring. The FIWARE architecture

proposes four GEs, such as communication, resource man-

agement, data handling and process automation. The re-

source management process is shown in Fig. 8.

Fig. 8. Resource management using a generic enabler (GE).

This abstraction layer provides unified service and operation

support for the management of IoT resources. A resource

management GE is used and is responsible for identifying,

registering, unregistering, discovering, activating, utilizing

and configuring resources. It consists of such sub-layers

as discovery, resolution of things, as well as services and

resources interaction. These are described as follows:

• Discovery and resolution of things generic en-

ablers. They help discover services and resources

based on the device ID.

• Services and resources interaction generic en-

ablers. These provide such services as registration,

deregistration, status retrieval and updates performed

by sub-modules. Before providing a given service,

the enabler interacts with the IoT process automa-

tion module for context and mobility information. It

also interacts with the security and privacy module

to verify access permission for a given request.

4. Challenges and Research Issues

Each year a great number of smart objects is integrated

with the IoT ecosystem. In the view of the scale and het-

erogeneity of the phenomenon, there is a need for dynamic,

scalable and robust solutions allowing to manage IoT re-

sources. After an extensive survey of existing solutions,

we have identified the following major issues related to re-

source management and requiring further research to be

performed:

• Interoperability of IoT resources used on different

platforms – there is no common description for re-

sources, their capabilities and format of data ex-

changed between different SDOs. Interoperability

across multiple SDOs simplifies the resource man-

agement process across multiple domains;

• Prioritization of discovered resources helps the re-

source management module select the appropriate

resource;

• Security – standard security mechanism for resource

discovery;

• Load balancing – for optimal utilization of resources,

a distributed resource management module is re-

quired that is capable of relying on the benefits of-

fered by fog and edge computing schemes;

• Dynamic task distribution mechanisms – based on

the capabilities of the participating devices. There

is great room for novel dynamic task management

modules based on the resources available within the

system;

• Resource estimation – to manage the resources effec-

tively;

• Predictive mechanisms/algorithms – used in resource

allocation;

• Resource scheduling and allocation – for real time

IoT applications;

• Improved pricing model – for resources used in

cloud, fog, edge and for IoT;

• Fault tolerance – to provide uninterrupted services to

the user during node failure. Most of the proposed

analytical models fail to accurately map actual re-

source allocation problems experienced in IoT. Also,

many assumptions made while modeling the prob-

lem fail to address the major challenges, just as the

majority of research does not discuss ways to inte-

grate the local optimal solution identified with global

solutions of resource allocation-related problems.

No unified standard exists accepted across the entire mar-

ket. Individual SDOs and industry alliances have defined

their own formats. This prevents end users from being able

to take advantage of improved services. To ensure coop-

eration between SDOs, SSOs and industry alliances and to

identify gaps between them, special groups – such as the

ESTI specialist task group [66], the alliance of Internet of

Things innovations (AIOTTI) [67] or CREATE-IOT [68]

have been formed. Even though work towards standardiza-

tion is already in progress, adaptation of the results on the
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market is still very low. To address these issues, there is an

urgent need for research to develop a dynamic and efficient

broker capable of understanding and mapping multiple stan-

dard resources. Also, there is a need to provide software

developers with fine-grained descriptions in order to avoid

ambiguity caused by abstract information from SDOs.

The management of IoT resources used in each layer of

the environment poses a number of challenges. Most work

is performed to develop mathematical resource allocation

models. But these proposed models are tested only with

the use of simulation tools or software developed in-house.

So, there is an immediate need for framework or test bed

based verification of algorithms.

Semantic web-based modeling, although enhancing inter-

operability, also suffers from incompatibility between mul-

tiple SDOs, SSOs and industrial alliances. Semantic-based

technologies experience a range of other issues, such as

the need for lightweight semantic technology, improved se-

curity mechanism for registration and resource discovery,

large indexing and querying capacity, dynamic conversion

between standards, efficient streaming models and open

standards or interfaces for application developers.

5. Conclusion

In this paper, heterogeneity of IoT devices, distributed ar-

chitectures of IoT ecosystems, types of resources, chal-

lenges in managing the heterogeneous resources, phases of

resource management in IoT, guidelines provided by SDOs

for interoperability in managing resources and potential de-

sign options available in each resource management phase

(i.e. semantic- or virtualization-based modeling, centralized

or distributed resource discovery) are discussed.

The key outcome of this study indicates that most al-

gorithms discussed in the resource allocation section are

mathematical or attribute-based. Assumptions made and

results obtained with the use of these algorithms are hard

to verify in real frameworks or testbeds. Our immediate

research will focus on proposing a resource allocation al-

gorithm considering the distributed architecture of the IoT

ecosystem. The proposed algorithm will be verified us-

ing the existing IoT framework. Furthermore, open issues

related to resource management schemes, as discussed in

this paper, are expected to motivate researchers to conduct

further investigations in this particular area.
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