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ABSTRACT

Some generalizations of the Poisson process and their properties are presented in the paper. The non-
homogeneous Poisson process allows to construct a probabilistic model describing the different
kinds of accidents number. The nonhomogeneous compound Poisson process enables to describe
mathematically the various types of accidents consequences. Theoretical results give possibility
to anticipate the accidents number and their consequences.
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INTRODUCTION

In 1837 Simeon-Denis Poisson derived this distribution to approximate the Bi-
nomial Distribution when a parameter p, determining the probability of success in
a single experiment, is small. Application of this distribution was not found; when
von Bortkiewitsch (1898) calculated from the data of the Prussian army the number
of soldiers who died during the 20 consecutive years because of the kick by a horse.
A random variable, say X, denoting the number of solders killed accidentally by
the horse kick per year, turned out to have Poisson distribution

k
p(k)=P(X=k) = (2—)' e MkeS=N,={012,..}

with parameter A = 0.61 [ye—lar]. We calculate several probabilities according to this
distribution.
P(X = 0) = 0.543351,P(X = 1) = 0.331444,
P(X =2)=0.101090,
P(X =3) =0.020555,P(X = 4) = 0.003135,
P(X <4)=0.999575,P(X > 4) = 0.000425.

It can be noticed, that the probability of no soldiers killed accidentally by
the horse kick per year is over 50% and the probability that more then 4 solders
was Kkilled during the year is 0.000425.

A nonhomogeneous Poisson process and nonhomogeneous compound Poisson
process are generalizations of the Poisson process. The nonhomogeneous Poisson pro-
cess allow to construct a probabilistic model describing the numbers of different types
of accidents The nonhomogeneous compound Poisson process gives possibility to de-
scribe mathematically different kinds of the accidents consequences. Theoretical results
presented in [1, 3-7] enable to anticipate the accidents number and their consequences.

HOMOGENUOUS POISSON PROCESS

A random process {X(t):t = 0}is said to be process with independent
increments if for all t4, ..., t, such that 0 < t; < t, < --- < t,, the random variables
X(0),X(t,) — X(0), ..., X(t,) — X(t,,—1) are mutually independent. If the increments
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X(s)—X(t)and X(s+h)—X(t+h)for all t,s,h>0,s>t have the identical
probability distributions then {X(t): ¢ = 0} is called a process with the stationary
independent increments (SII). It is proved that for the SII processes such that
X(0) = 0 an expectation and a variance are

EX®]=m t,V[X()] =of t, (1)
where
m, = E[X(1)]and 6 = V[X(1)]. (2)

An example of a SII random process is a Poisson process.

Definition 1

A stochastic process {X (t); t = 0} taking values on S = Ny = {0,1,2, ... }, with the right
continuous and piecewise constant trajectories is said to be a Poisson process with
parameter A > 0 if:

1. X(0)=0.

2. {X(t):t = 0} is the process with the stationary independent increaments.

3. Forallt>0,h=0.

PX(t+h) —X(®) = k) = &L e=2t ke N, (3)

For t = 0 we get a first order distribution of the Poisson process:

pe(h) = P(X(h) = k) = &2 e=2h k e N, 4)

For h = 1 we obtain the Poisson distribution with parameter A. Hence
E[X(1)] = Aand V[X(1)] = A. Therefore, from (1) and (2), we obtain the expectation
and the variance of the Poisson process:

E[X()] =At,V[X(®)] =2t t = 0. (5)
For a fixed t this formula determines the Poisson distribution with parameter A = A t:
Ak
p(k) =PX =k)=— e ™,k € N,. (6)

NONHOMOGENEOUS POISSON PROCESS

We will begin with a reminder of the concept of nonhomogeneous Poisson’s
process.
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Let

To=Ug=0,1, =91 +9, +--+9,,n€EN, (7
where 9;,9,, ..., 9, are positive and independent random variables.
Let

To = lim 1, = sup{r,:n € Ny} (8)
n—oo

A stochastic process {N(t): t = 0} defined by the formula
N(t) = sup{n € Ny: 1, < t} 9
is called a counting process corresponding to a random sequence {7,: n € Ny}.
Let {N(t): t = 0} be a stochastic process taking valueson S = N, = {0,1,2, ...},

value of which represents the number of events in a time interval [0, t].

Definition 2
A counting process {N(t): t = 0} is said to be nonhomogeneous Poisson process (NPP)
with an intensity function A(t) = 0,t = 0, if

1. P(N(0)=0)=1. (10)

2. The process {N(t):t = 0} is the stochastic process with independent increments,
the right continuous and piecewise constant trajectories.

t+h k
(f:+ A(x)dx) e—th/l(x)dx.

3. P(N(t+h) = N(t) = k) =~ X

(11)

From this definition it follows that the one dimensional distribution of NPP
is given by the rule

£AG0dx)”
P(N(t) = k) = We—fotmd%k =012, .. (12)

The expectation and the variance of NPP are the functions given by
A®) = E[N(®)] = [; A(x)dx ; (13)
V() = VIN(®)] = [, A(x)dx,t > 0. (14)

The corresponding standard deviation is
D(t) = JVIN(O] = /fot,l(x)dx,t > 0. (15)
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The expected value of the increment N(t + h) — N(t) is
A(t;h) = E(N(t+h) = N(@®) = [ 2(x)dx. (16)

The corresponding to it standard deviation is

o(t; h) = / S A dx. (17)

An nonhomogeneous Poisson process with A(t) = 4,t = 0 foreach t > 0, is
a regular Poisson process. For the Poisson process with parameter A the random vari-
ables 91,9, ..., 9,,n = 2,3, ... are mutually independent and exponentially distributed
with the identical parameter A.

The Poisson process is a counting process which is generated by the random
sequence {t,,: n € Ny}, wheret, =9; + 9, + -+ 9,,n €N.

The increments of an nonhomogeneous Poisson process are independent, but
not necessarily stationary. A nonhomogeneous Poisson process is a Markov process.

COMPOUND POISSON PROCESS

Let {N(t):t = 0} be a Poisson proces with intensity A > 0 and X;, X5, ... be
sequence of independent and identically distributed (i.i.d.) random variables
independent of {N(t): t = 0}. A stochastic process

X(t)le +X2+“'+XN(t)'t20 (18)
is called a compound Poisson process (CPP).

The probability discrete distribution function of {N(t):t > 0} atk is

At)k
p(k;t) =P(N(t) = k) = (k—')e_)‘ tk=012,..
We quote a well-known result [1, 3].
If E(X?) < o, then
1. E[X(®)] = At E(X)). (19)
2. VIX(H)] = At E(X?). (20)

The concepts and facts can be generalized.
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Definition 3

Let {N(t): t = 0} be a nonhomogeneous Poisson process (NPP) with an intensity function
A(t),t = 0suchthatA(t) =0 fort = 0,and X,, X,, ... is a sequence of the independent
and identically distributed (ii.d.) random variables independent of {N(t):t = 0}.
A stochastic process {X(t):t = 0} determines by the formula

X(t) = Xy + Xy + =+ Xy t = 0 (21)

is said to be a nonhomogeneous compound Poisson process (NCPP).

Proposition 1

If {N(t):t = 0} is a nonhomogeneous Poisson process (NPP) with an intensity func-
tion A(t),t = 0 such that A(t) = 0 fort > 0, then cumulative distribution function
(CDF) of the nonhomogeneous compound Poisson process is given by the rule

G0, ) = Ijg,0) (¥)e ™20 + B2, plUes HF (x), (22)

where

FX(k) (x) denotes the k-fold convolution of CDF of the random variables X;, i = 1,2,...
and

k
plk;t) = L e=00 £ > 0,k = 0,1,..; (23)

ACt) = E[N(D)] = [, A(x)dx (24)
is discrete probability distribution of NPP.

Proof: Using total probability low we obtain cumulative distribution function
(CDF) of NCPP.

G, ) =PX() <x)=P(Xy + Xy + -+ Xy < x) =
= Tio P(X + -+ Xy S XIN@® = k) PN = k) = Ziop e OF ()=
= ljp.y(X)e ™0 + T2, p(k; DF (x).
This proposition is generalization of resultas presented in [1].

Corollary 1
If the random variables , i=1,2,... are absolutely continuous with density function
fx (), then the density of NCPP is given by the rule

g6 t) = X2 pUs O (x),t > 0, (25)

where fx(k) (x) denotes k-fold convolution of the density function fy (x).
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Example 1
Let the random variables X;,i = 1,2, ... have normal distrbution N(m, ¢). It means
that a probabilility density function of X; = X is

(x-m)?

£ () = \/%e_—zaz ,0>0,m € (—00,0).x € (—00,00). (26)

The sum X; + X, + --- + X,, has normal distribution N (km, Vko). Hence it’s
density is k-fold convolution of the density function fx (x) given by (25):

_(x—km)?

2ka? (27)

(k)
fx () = var f o
Therefore the density of NCPP given by (18) takes the form

(x—km)?2
g, 0) = =3 BT oA~ 500T x 0,6 > 0. (28)

gx,t)
0.030
t=5

0.025
0.020
0.015
0.010

0.005

20 40 60 80 100 X

Fig. 1. The density functions of CPP for A = 0.46,m = 10.2,6 = 3.2,
andt =5,t =8

Corollary 2

If the random variables X;, i=1,2,... are discrete distributed with probability func-
tion py(x) = P(X = x),x € S then the discrete probability distribution of NCPP is
given by the rule

g t) = X2, p(k; PP (), t > 0, (29)

where p}((k)(x) denotes k-fold convolution of the discrete distribution function

px (x).
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Example 2
Assume that random variables X;,i = 1,2, ... have a Poisson distribution with pa-

rameter u > 0:
px(x) = Z—,e_“,x =012, ..

k-fold convolution of this discrete distribution functions is

(k)( ) - ( ‘u) _k”lx = 0;1121 e
Then the rule (18) takes the form
g, 0) =y L) t')) —ACD) ("xL'Y‘e-k#,x =012,..,t>0. (30)

Assuming 4 = 0.064 we comput probabilties (30). The results are shown in table 1.

Tab. 1. The values of the function (30)

X 0 1 2 3 4
9(x,40) 0,133508 0,26032 0,262122 0,181373 0,0968526

X 5 6 7 8 9
g(x,40) 0,0425101 0,0159536 0,00525922 0,00155298 0,00041687

Fig. 2 shows a discrete probability distribution of a nonhomogeneous com-

pound Poisson process under assumptions that random variables X;, i=1,2,...

have

Poisson distribution with parameter y = 0.064 and t = 40, A(40) = 32,48.

12

0,3
0,25 A
0,2 -
0,15 -
0,1 -

0,05 -

0

Fig. 2. A discrete probability distribution of NCPP corresponding to tab. 1

Scientific Journal of PNA — Zeszyty Naukowe AMW



Nonhomogeneous stochastic processes connected to Poisson process

Proposition 2
Let {X(t): t = 0} be a nonhomogeneous compound Poisson process (NCPP).

If E(X?) < o, then

1. E[(®] = A(DEXy). (31)
2. V[X(®)] = A(t) E(X?). (32)
Proof: Applying the property of conditional expectation

E[X(®)] = E[EX()IN(8))]

we have
E[EX@IN®)] = E (EXy + Xy + - + Xy )| N(®)) =

= Z; E(X1 + Xy 4+ Xy|N@®) =n)P(N(t) =n) =
=Yoo EXy + X5+ + X)) P(N(t) =n) =
= Yno EX) n P(N(8) = n) = E(X )E(N(D)).
Using a formula

VIX@O] = E[VX@OIN@®)] + VIEX @) IN()]

we get
= 2 “o V(Xl + Xz + -4 XN(t)|N(t) = n)P(N(t) — n)
= Z‘” VX, 4+ X, + -+ X,) PIN(E) =n) =
n=0
= Ynzo VXD n P(N() = 1) = V(X E(N () = V (X, DACE);
VIE(X®IN(E))]=
=V (EG+ X + 4 Xn@)[N®) = VECON®) = EE)V(ND) =

= (E(X1))*A().

Therefore

VIX(®)] = VXA + (E(XD)? = AB[EXD) — (E(XD)* + (E(XD)?*] =
= A(t) E(X).

Corollary 3
Let {X(t+h)—X(t):t =0} be an increament of compound nonhomogeneous
Poisson process (CNPP).
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If E(X?) < o, then

where

E[X(t+h) — X(©)] = A(t; h) E(X1); (33)

DIX(t+h) — X(®O)] = YAt h) EXD), (34)

AR = [ A(x)dx. (35)
CONCLUSIONS

The results presented in the article are generalizations of theorems known

in the literature. These generalizations concern increments of the nonhomogeneous

Poisson process and increments of the nonhomogeneous compound Poisson process.

The results allow to anticipate the number of different kinds of accidents and their

consequences. The next paper will discuss application these theoretical results in

modelling marine accidents [2, 5, 8, 9].

[9]
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NIEJEDNORODNE PROCESY STOCHASTYCZNE
ZWIAZANE Z PROCESEM POISSONA

STRESZCZENIE

W artykule przedstawiono wybrane uogdlnienia procesu Poissona i ich wtasnosci. Skupiono sie
na dwoch uogoélnieniach — niejednorodnym procesie Poissona i niejednorodnym ztozonym
procesie Poissona. Niejednorodny proces Poissona pozwala na skonstruowanie modelu probabi-
listycznego opisujacego liczbe réznych rodzajéw wypadkéw. Niejednorodny zlozony proces
Poissona pozwala matematycznie opisywaé konsekwencje tych wypadkéw. Przedstawione tu
wyniki teoretyczne daja mozliwos¢ przewidywania liczby wypadkéw i ich konsekwencji.

Stowa kluczowe:

niejednorodny proces Poissona, niejednorodny ztozony proces Poissona, charakterystyki bezpie-
czenstwa.
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