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Abstract:

Because flexible manufacturing systems (FMS) are dis-
crete event systems (DES), their modelling and control by
means of Petri nets (PN) is widely used. While PN tran-
sitions are observable and controllable and PN places
are measurable, place/transition PN (P/T PN) are suffi-
cient for this aim. However, when some PN transitions
are unobservable and/or uncontrollable and some pla-
ces are non-measurable/unobservable, P/T PN are insuf-
ficient for modelling and especially for control. In such a
case interpreted Petri nets (IPN) seem to be an appropri-
ate replacement for P/T PN. In this paper a possibility of
usage of IPN for FMS modelling and control is pointed
out. lllustrative examples as well as the case study on a
robotized assembly cell are introduced. By means of using
timed PN (TPN) also the performance evaluation of the
IPN model of controlled plant is accomplished whereby
the simulation in Matlab.

Keywords: control, discrete event systems, flexible manu-
facturing systems, interpreted Petri nets, modelling, per-
formance evaluation, place/transition Petri nets, timed
Petri nets

1. Introduction

Discrete event systems (DES) are frequently mo-
delled by Petri Nets (PN). As to their structure PN are
bipartite directed graphs with two kinds of nodes -
places p; € P,i = 1,...,n, and transitions t; €
T,7=1,...,m,and two kinds of edges - first ones di-
rected from places to transitions, being expressed by
means of the incidence matrix F € Z("*™) and second
ones directed from transitions to places, being expres-
sed by means of the incidence matrix G € Z(mxn),
where Z represents integers. Places model particular
operations of DES, states of which are expressed by
the so called marking - i.e. by the number of tokens
ny € {0,...,00} putinto them. Transitions model the
discrete events in DES. A transition can be disabled (it
cannotbe fired) or enabled (it can be fired). The occur-
rence of a discrete event is modelled by means of fi-
ring the corresponding transition. As to dynamics (the
marking evolution) PN are expressed (see e.g. [10]) by
the linear discrete state equation as follows

Xp+1 = X, + By, k=0,...N (N

restricted in any step k by means of the inequality

Fug <xi (2)

Here,

xp = (0py,...,0p,)7 is the state vector of places in
the step k with o)y € {0,...,00},i =1,...,n;

u, = (%,,.--,7,,)" is the state vector of transiti-
ons in the step k£ (named as the control vector) with
7t, € {0, 1}, where 0 denotes the disabled transitions
and 1 denotes the enabled ones;

B = G’ — F is the structural matrix of PN.

Hence, the formulae (1) and (2) represent the PN-
based model of a system of the type DES. More details
about PN can be found e.g. in [3, 8, 9] which are ba-
sic (historical) sources and/or on many other papers.
In [3] the name P/T PN was introduced for such a kind
of PN instead of PN.

1.1. Timed Petri Nets

However, P/T PN do not contain explicitly time.
The steps of their evolution depends only on the occur-
rence of discrete events. Of course, events occur im-
plicitly in real time but time is not incorporated into
the P/T PN model. To see time relations explicitly, ti-
med Petri nets (TPN) [10, 12, 13] can be used. Con-
sequently, TPN are suitable also for finding the per-
formance evaluation and throughput of DES. Namely,
TPN directly yield the marking evolution with respect
to (wrt.) time. In this paper, time specifications are as-
signed exclusively to the P/T PN transitions as their
duration function D : T" — Q{, where Q} symboli-
zes non-negative rational numbers. In such a way P/T
PN turn to TPN. The time specifications are represen-
ted by certain time delays of the transitions (in deter-
ministic cases), or by the probability density of timing
the transitions (in non-deterministic cases) - e.g. uni-
form, exponential, Poisson’s, etc. Most often the uni-
form probability density

ufx:{ 1/(0=a)

is used in DES models, especially in FMS ones.
Assigning time into a transition, the duration of
operations modelled by the input places of the tran-
sition is set up in the DES model. Because the tran-
sition can be fired only in the case when all operati-
ons modelled by its input places are finished, assig-
ned time represents the duration of the longest run-
ning operation. When in the case of simulation the
duration of an operation is supposed to be fixed, we
speak about deterministic case of timing and the cor-
responding time delay is assigned to the transition. Ot-
herwise, we speak about non-deterministic timing. In
such a case we are not able to guess exactly the du-

ifz e (a,b)
otherwise

(3)
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ration of running operations. Therefore, a probability
density is assigned to the transition. It yields a proba-
ble time in which the longest running operation may
be finished.

1.2. Interpreted Petri Nets

There exist also unobservable and un-
controllable transitions as well as the non-
measurable/unobservable places in PN models
of real DES. P/T PN are not able to deal with such
transitions and places. One of the approaches, how
to deal with such a non-determinism at DES model-
ling and control, is usage of interpreted Petri nets
(IPN) [11]. IPN are an extension of P/T PN. They
allow to represent the output signals of measura-
ble/observable places (occurring when a marking
is reached), and the input signals (connected with
controllable transitions). IPN are also helpful at
avoiding the state explosion problem occurring often

in P/T PN models.
Formally, IPN can be represented by the 6-tuple
Q= {(Nv XO)a X, 9, N 0, 90} (4)
where

PN = (N,xq) is the PN with the structure N and the
initial state xq;
Y = {ay, ..., o, } is the input alphabet of the IPN with
@, 1 =1,...,7, being input symbols;
® = {01, ...,05} is the output alphabet of the IPN with
05, j =1,..., s being the output symbols;
A T — ¥ U{e} is a labelling function assigning an
input symbol to each PN transition with the following
constraints: Vt;, ty, € T.j # k, if Vp;, F(p;,t;) =
F(pi,tr) # 0and A(t;) # e, A(tx) # ¢, then A(¢;) #
A(tx). Here, € represents a spontaneous system event
which cannot be influenced from outside - i.e. internal
system event. If for a transition ¢; holds A(¢;) # ¢, then
the transition is controllable. Otherwise the transition
is uncontrollable. Denote the set of controllable tran-
sitions as 7. and the set of uncontrollable transitions
as T,;
U : P — ® U {e} is a labeling function of the places
assigning an output symbol § € ® or the null symbol
¢ to each place - it means that ¥(p;) = J;, when p; mo-
dels an output signal, otherwise ¥(p;) = e. Thus, the
set P of all places is divided into two subsets - the set
of measurable places P,, = {p;|¥(p;) # ¢} and the
set of non-measurable places P,,,,, = {p;|¥(p;) = €}
Of course, it holds P,,,;, = P\P,,. The number of the
measurable places is ¢ = |P,,|;
¢ : R(N,x9) — Z%, is an output function, where
R(N,xo) is a reachability set of (N, x¢) and Z% , repre-
sents non-negative integers including 0. It maps a rea-
chable marking x;, to a (¢ x 1) observation vector yj, of
non-negative integers. The output functionis a (¢ x n)-
dimensional matrix . Each its row is an elementary
(1,n)-dimensional vector ¢(i,*),i = 1,..., g, having
only one nonzero entry equal to 1, namely ¢(i,5) = 1,
ifthe place p; is the i-th measured place. When the i-th
place is non-measured, ¢(7, j) = 0.

Above introduced description means that IPN dis-
tinguish controllable and uncontrollable transitions as

well as the measurable and non-measurable places.
When we consider (in analogy with continuous sys-
tems) the equation (1), restricted by (2), to be the state
equation of a PN-based model, then

Vi =¢Xp,k=0,....N (5)

is its output equation.
More details about theory of IPN can be found e.g.
in[1,2,4-7].

1.3. lllustrative Example on IPN

To illustrate the previous definition of IPN let us
introduce Figure 1. Suppose that the measured pla-

P1

Figure 1. An example of IPN

ces are P,, = {p1,ps,p6} and the non-measurable
places are P, = P\Pm = {P27P37P47p7vp8}- Sup-
pose that the controllable transitions are T, = {t1,t5}
and the uncontrollable transitions are 7,, = T\7T,. =
{t2,t3,t4}. Consider that the input and output alpha-
bet are, respectively, ¥ = {a,b} and ® = {01, d2, 3}
Hence, A(tx)r=1,...5 = {a,e,6,6,b}, V(pi)i=1,...8 =
{61,¢,e,¢€,09,03,&,c}. Consequently, the IPN output
vector in the step k is given by (5) where

1 00000O0GO0O
e=|00001000 (6)
00000100

It means, that for the state x;, = (0,2,0,1,1,0,1,1)7
displayed in Figure 1, the output vector can be obtai-
ned in the following form y, = ¢.x; = (0,1,0)7.
As we can see, the output vector represents a crip-
pled state vector free of the non-measurable places.
Hereinafter, the problem of control will be analyzed in
Section 2.

1.4. Terminative Remarks and Paper Organization

In this paper the P/T PN are used for modelling
FMS (i.e. the plant) to be controlled. In case when all
transitions are controllable and all places are measu-
rable, there are different methods for the model ba-
sed control (e.g. the supervisory control). However, in
case of the P/T PN model with uncontrollable tran-
sitions and non-measurable places, the specific IPN-
based controller (different from a supervisor) has to
be added. Thus, the IPN model of the controlled FMS
rises. Applying TPN, i.e. assigning time to the transiti-
ons of the IPN model of controlled system, the perfor-
mance evaluation can be find by means of simulation.
Simulation was performed in Matlab by means of the
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HYPENS tool. Definitions all of kinds of PN used here
were introduced above in this section - Section 1.

It is necessary to emphasize that there is used a
specific kind of controller, completely different from a
supervisor, in this approach. The principle of its con-
struction is explained in the Section 2 together with a
simple illustrative example. The detailed case study on
the model of real FMS is introduced in Section 3.

In comparison with the author’s conference pa-
per [11], the aim of this paper is to deeply analyze
and describe a situation in a robotized system (often
occurring in practice), where uncontrollable transiti-
ons and unobservable places occur, by means of IPN-
based model of a controlled system. Namely, there are
explained and describe in more detail: (i) the prin-
ciple of control of P/T PN model of FMS containing
uncontrollable transitions and non-measurable places
by means of the model of the IPN-based controller; (ii)
the difference in comparison with deterministic mo-
del with controllable transitions and observable pla-
ces is emphasized with introducing the reachability
tree (RT); and (iii) the interconnection of both models
- the model of the controlled plant and the controller -
into the IPN based model of the controlled plant. Mo-
reover, the performance evaluation of the IPN-based
model of the controlled system was accomplished by
means of simulation in Matlab using the HYPENS tool
applying TPN - i.e. by means of assigning time to the
transitions of the IPN model of controlled system. The
description of the performance evaluation as well as
its results are introduced in Section 4.

2. A View on Control of IPN

The principled idea of this control is to create a
controller in such a way that the output of the con-
trolled system always be equal to the prescribed con-
trol specification output. The specification describes
some relevant sequences of states that the system
must pass.

Let us introduce the principle how to control DES
with P/T PN model containing uncontrollable tran-
sitions and non-measurable places by means of ad-
ding the IPN model of control specifications. Consider
a segment of the IPN model of a controlled system in
the form given in Figure 2. The upper line (containing

D4 t3
(o)

D1 tq D2 to D3

Figure 2. The segment of the IPN model of controlled
FMS

the place p4 and transition ¢3) represents the fragment
of the IPN model of the control system, while the lo-
wer line (containing pi, po, ps, t1, t2) represents the
fragment of the P/T PN model of the controlled ob-
ject/plant.

At the structure displayed in Figure 2 the transi-
tion ¢; is controllable. Moreover, it is enabled because
p1 and py4 (being the state of a sensor) are active (they
have the token). The self-loop between p, and t; re-
presents the relation between the place of the cont-
rol specification and the controllable discrete event of
the plant. The transition t5 is uncontrollable. The place
p2 is non-measurable. The transition ¢3 is enabled be-
cause of the active p4. It models the event which ex-
presses the situation when the plant and control speci-
fication have the same output. The place p3 models the
state of another sensor. The self-loop between ps and
ts expresses the relation between the measured place
of the controlled plant and the event representing a
control specification. In such a way the uncontrollable
transition ¢, and non-measurable place ps are bypas-
sed. In spite of this, after firing ¢; the place ps can be
active and consecutively ¢, can be fired, only the acti-
vity of po cannot be observed and firing of ¢, cannot be
affected from outside.

The corresponding reachability graph (RG) is in
Figure 3. Here, x, = (1,0,0,1)7, x; = (0,1,0,1)7,

H t Fo
X0 O :O :O

X1 X2

) X3

Figure 3. The corresponding reachability graph

x2 = (0,0,1,1)7, and x3 = (0,0,1,0). Because RG
has no branching, it shows that the control process is
unambiguous.

3. Case Study on FMS

Let us apply the IPN-based approach to modelling
and control of a simple FMS. The scheme of the sy-
stem is displayed in Figure 4. FMS represents a robo-
tized assembly cell consisting of two input conveyers

C1

Assembly
AP Place

C2 : C3

partB ——

part A

Assembled
Configuration

Figure 4. The scheme of the FMS

C1 (feeding parts of a kind A) and C2 (feeding parts
of a kind B), the robot R, the assembly place AP, and
the output conveyer C3 (carrying the assembled parts
away). R takes subsequently the parts A, B from the
conveyers C1, C2 and inserts them into the AP, where
they are assembled (i.e. the assembly A + B is perfor-
med). After finishing the assembly process, R picks the
assembled configuration from AP and put it on C3.

3.1. P/T PN Based Model of the Plant

The P/T PN model of the robotized assembly wor-
kcell is given in Figure 5. The places represent there
the following activities:
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Figure 6. The RT of the P/T PN model of the
uncontrolled FMS when t4, t4, and t, are fired only
once

p1 - means that C1 conveys the part A;

po - means that C1 is available;

p3 - means that R takes the part A from C1 and trans-
fers it to AP;

py4 - expresses that R inserts A into AP;

ps - models that C2 conveys the part B;

pe - models the availability of C2;

pr - represents the situation when R takes B from C2
and transfers it to AP;

ps - means that R inserts B into AP;

pg - ensures the mutual exclusion, because R cannot
take A from C1 and B from C2 simultaneously;

p1o - models the situation that the parts A, B are as-
sembled in AP;

p11 - models that R unloads the finished configuration
from AP;

p12 - expresses that R transfers the finished configura-
tion from AP to C3;

p13 - means that R put the finished configuration on
C3;

p14 - represents that a free place on C3 is available.

The RT of this model corresponds to the initial
state X, depicted in Figure 5. Unlimited inputs ensu-
red by ¢; and ¢4 and unlimited output ensured by ¢,
in the model displayed in Figure 5 cause that the RT
is too large and loops occur in some nodes. Owing to
these reasons it can be introduced here neither in a
graphical form nor in the form of matrix X2 . of rea-
chable states.

However, when t1, t4, and ¢, are fired only once,
the RT of the P/T PN model of the uncontrolled plant
has the form displayed in Figure 6 with the nodes re-
presented by the columns of the matrix (7).

01001000100100000000
10110111011011111111
00010001000001000000
00000010001010100000
00101001001000000000
11010110110111111111
XPN 00000100100010000000 7
reach 00000000010101100000

11101010011100111111
00000000000000010000
00000000000000001000
00000000000000000100
00000000000000000010
11111111111111111101

Note that the first column and the last column are the
same - i.e. the system comes back into the initial state.
It is necessary to say that the RT corresponds to this
model only when all transitions are controllable and
all places are measurable.

Till now we have considered that all places are ob-
servable/measurable and all transitions are control-
lable and observable. However, in fact it is not true.
In the model of a real plant several transitions could
be considered to be uncontrollable and several pla-
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ces could be non-measurable. Consider, for example,
that only the assembly process cannot be influenced
from outside. Essentially, it is true, of course, because
the process run autonomously and cannot be affected
from outside.

Moreover, faults can occur in real systems - e.g. a
part can fall down from the robot gripper, etc. Here,
in this paper, we will not study any non-determinism
concerning faults. The simple application of IPN will
be presented only to illustrate how to avoid problems
with unobservable/non-measurable places and un-
controllable and/or unobservable transitions at con-
trol synthesis of real FMS.

3.2. IPN Based Control of the Plant

Building the controller in the sense of the proce-
dure described in Section 2, the IPN model of the con-
trolled FMS is given as it is displayed in Figure 7. Here,
in this model, it is supposed that the transition tg is
uncontrollable and the place p;g is non-measurable. It
corresponds to reality. Namely, the automatically run-
ning assembly process inside AP (being an automatic
workstation) represented by p;( cannot be influenced
from outside during its activity. It is fully autonomous.
Thus, the current state of the assembly process cannot
be measured in any way. Only two states of the assem-
bly process - the start and the end - are observable.

While meaning of the plant places is the same as in
the P/T PN model, meaning of the places in the cont-
rol specification module is clear from the analogy with
Figure 2. Namely, the control specification place p;7
makes possible to fire ¢7 representing the controlla-
ble discrete event. Thus, the assembly process can be
started when the parts A and B are inserted into AP
(see meaning of p; and pg). When uncontrollable event
represented by tg occurs (i.e. when the assembly pro-
cess in AP was finished) the measurable/observable
place p11 becomes active. Because of active p17 and p11
the transition ¢14 is enabled and can be fired. Conse-
quently, the control process can continue.

Starting from the P/T PN model in Figure 5, para-
meters of the IPN model are as follows

o Fp ch AT Gr GTc
- (p ) e -(d& @) ©

Here, the parameters of the PN model of the plant to
be controlled are

01 000O0OO0OO0O0O0O
100000O0O0OO0OO0OQO
00100O0O0O0O0O0O
000O0O0OO0O1O0O0O0O
00001O0O0O0O0O0O0
00010O0O0OO0O0O0O
0000O0O1O0O0O0O0O
Fp= 000O0O0OO0O1O0O0O00O0 )
01 0010O0O0O0O0O
000O0O0OO0OO0O1O0O00O0
00 00O0OO0OO0OO0O1O00O0
000O0O0OO0OO0OO0O0T1O0
00 0O0O0OO0OO0OO0OO0TO 071
000O0O0OO0OO0OO0OO0TO 071

10000O0O0O0O0OO0O
01 000O0O0O0O0O0O
01 00O0O0O0OO0O0O0O
00100O0O0O0O0O0O
00010O0O0O0O0O0O
000O0O1O0O0O0O0O0O
T 000O0O1O0O0O0O0O0O
G, = 0000OO0O1O0O0O0O0O (10)
0010010O0O0O0°O
0000O0OO0O1O0O0O0O
000O0O0OO0OO0OT1TO0O0O
000O0OO0OO0OO0O0T1TO0O
000O0OO0OO0OO0OO0O0T1TO
000O0O0OO0OOODT OGO OT1

being, respectively, the incidence matrices of directed
arcs from the plant places to its transitions and from
the plant transitions to its places.

The cross parameters between the plant and cont-
rol system are

1000 1000
0000 0000
0000 00O00O0
0100 0100
1000 1000
0000 0000
0000 L] D000 |
0000 00O00O0
00O0O0 0000
0010 0010
0001 0001
0000 0000
0000 00O00O0

being, respectively, the incidence matrices of directed
arcs from the plant places to the control system tran-
sitions and from the control system transitions to the
plant places.

The cross parameters between the control system
and plant are

10010000000
010010007100
F,=| 00000010000 | (12)
0000000O0TLO0O
0000000O0GOT1O0
10010000001
01001000000
GL=] 00000010000 | (13)
0000000O0T1O00
0000000O0GOO0O

being, respectively, the incidence matrices of directed
arcs from the control system places to the plant transi-
tions and from the plant transitions to the control sy-
stem places.
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Finally, the parameters of the control system are

1000 0000
0100 1000

F.=[ 0010 [;GF=| 0100 (14)
0001 0010
0000 0001

being, respectively, the incidence matrices of directed
arcs from the control system places to its transitions
and from the control system transitions to its places.

The RG corresponding to the model in Figure 7 is
given in Figure 8. Its nodes are state vectors (the ini-
tial state Xy and all states reachable from it) represen-
ted by the columns of the following reachability matrix
(15)

0101101010000000000
1010010101111111111
0000010000100000000
0000000101011000000
0011110100000000000
1100001011111111111
0000001001000000000
0000000010111000000
1111100110011111111
X, =1 0000000000000100000
0000000000000011000
0000000000000000110
0000000000000O0O00O0O0O0O01
1111111111111 111111
1111000000000000000
0000111111110000000
0000000000001110000
0000000000000001100
000000000000000001O0

(15)
The matrix ¢ in the output equation (5) is (18 x 19)-
dimensional, because pig is not observable. It has the
following form

1000000000000000000
0100000000000000000
0010000000000000000
0001000000000000000
0000100000000000000
0000010000000000000
0000001000000000000
0000000100000000000
1 0000000010000000000
=1 0000000000100000000
0000000000010000000
0000000000001000000
0000000000000100000
0000000000000010000
0000000000000001000
0000000000000000100
0000000000000000010
0000000000000000001

(16)
The 10-th column is the zero vector. Thus, the output
vector yy is the (18 x 1)-dimensional vector.

4. Performance Evaluation

Let us view on the operation of the controlled plant
in time. Consider the non-deterministic timing of the
uncontrollable transition ¢g. Treat other transitions as
deterministic. In deterministic timing the duration of
technological operations can be guessed and the tran-
sition delays represent the fixed duration of techno-
logical operations. In the uncontrollable transition g
the duration of the operation modelled by p;y cannot
be guessed exactly. Therefore, the uniform probability
density (3) will be applied in order to obtain probable
time in which the running operation may be finished.

To accomplish the performance evaluation of the
controlled plant by means of simulation, let us ap-
ply TPN-based approach on the controlled IPN model
of the controlled plant. Consider uniform probability
density for ts with parameters a = 5.5, b = 8.5. For ot-
her transitions consider the following time delays in
a time unit. Namely, for ¢4, t9, t4, t5, t10, t11 the delay
A1 = 1, for ts, tg, tg the delay Ay = 2, fort7; A3 =5
and for t19, t13, t14, t15 As = 0.1. All of the numerical
values concerning the parameters are still multiplied
by the constant 50. Simulation was performed on the
time interval (0, 4000) of time units using the simula-
tion tool HYPENS in Matlab.

4.1. Simulation Results

During the simulation process the graphical re-
sults expressing the performance evaluation of the
controlled plant were found. Although the course of
marking wrt. time can be displayed for any place of Fi-
gure 8, only courses of marking wrt. time of some pla-
ces are introduced here. It has two reasons. Namely,
on the one hand these places are most important as to
understanding the system behaviour, and on the other
hand the courses of marking all of 18 places wrt. time
occupy much space. While the courses of markings of
the places p; - ps (M (p1) - M(ps)) wrt. time are not
so interesting (they correspond with those being stan-
dard like in P/T PN model), the courses of markings
of the places pg - p12 (M (py) - M (p12)) wrt. time are
given in Figure 9. The courses of markings of the pla-
ces p13 - pa1 (M (p13) - M(p21)) wrt. time are also not
so important like the previous ones because of rea-
sons mentioned at p; - ps (M (p1) - M (ps)). From the
point of view of the IPN model application the most
interesting is the course of marking in the places py¢
and pi;. Namely, the length of the assembly process
represented by p;¢ cannot be exactly measurable. Con-
sequently, the robot which activity is modelled by py1,
does not know exactly when it can unload the assem-
bly place. Just on that account timing the transition
ts, situated among these places, was modelled as non-
deterministic one.

5. Conclusion

This paper presents a possibility how to model and
control FMS by means of PN in case when some PN
transitions are unobservable and/or uncontrollable
and some places are non-measurable/unobservable.
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Control Specifications

The Original PN Model

Figure 7. The IPN model of the controlled FMS
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Figure 8. The corresponding RG of the IPN model of the controlled FMS
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Figure 9. The simulation results - performance evaluation of the places pg - p12

Namely, in such a case P/T PN are not able to des-
cribe such a non-determinism. Therefore, IPN were

4000

applied here. They yield the appropriate replacement
for P/T PN as well as the effective tool how to deal
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with the non-determinism. IPN are an extension of
P/T PN. Main difference between P/T PN and IPN con-
sists in the fact that IPN allow to represent both (i)
the output signals which are generated when a mar-
king is reached; (ii) and the input signals being associ-
ated with the controllable transitions. Moreover, IPN
make possible to express the symbiosis of both the
model of controlled plant and the controller expres-
sing directly the control specifications. These facts
make possible to deal with the non-determinism cau-
sed by uncontrollable/unobservable transitions and
non-measurable/unobservable places.

The mathematical description of IPN and their
usage for FMS modelling and control were introduced.
For illustration the explanation example was introdu-
ced in Subsection 1.3. The principle of the IPN-based
control was explained and illustrated by example in
Section 2. The main part of the paper - Section 3 - pre-
sents the simple case study on a robotized assembly
cell. The non-determinism arises when an operation
of FMS represented by a PN place cannot be observa-
ble/measurable - like the automatically performed as-
sembly process cannot be affected from outside. The
operation of assembly does not take (because of diffe-
rent reasons) the same time in each working cycle of
the plant. This fact causes that the final assembled part
cannot be unloaded from the assembly device before
finishing the assembly process. A suitable bypass of
the uncontrollable transitions and unobservable pla-
ces of the plant by means of the controller leads to the
successful control of the non-deterministic plant.

The simulation results concerning the perfor-
mance evaluation of the controlled plant in the case
study introduced in Section 4 corroborate the applica-
bility of IPN-based models of DES and show that the
usage of IPN for modelling and control of FMS can be
effective and applicable in practice.
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