
Opuscula Math. 42, no. 4 (2022), 549–560
https://doi.org/10.7494/OpMath.2022.42.4.549 Opuscula Mathematica

OSCILLATION OF EVEN ORDER
LINEAR FUNCTIONAL DIFFERENTIAL EQUATIONS

WITH MIXED DEVIATING ARGUMENTS

Blanka Baculikova

Communicated by Josef Diblík

Abstract. In the paper, we study oscillation and asymptotic properties for even order linear
functional differential equations

y(n)(t) = p(t)y(τ(t))

with mixed deviating arguments, i.e. when both delayed and advanced parts of τ(t) are
significant. The presented results essentially improve existing ones.
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1. INTRODUCTION

This paper is concerned with the oscillatory behavior of linear functional differential
equations of the form

y(n)(t) = p(t)y(τ(t)). (E)
Throughout this paper it is assumed that
(H1) p ∈ C([t0, ∞)), p(t) > 0, n is even,
(H2) τ(t) ∈ C1([t0, ∞)), τ ′(t) > 0, lim

t→∞
τ(t) = ∞.

By a proper solution of Eq. (E) we mean a function y : [Ty, ∞) → R which satisfies
(E) for all sufficiently large t and sup{|y(t)| : t ≥ T} > 0 for all T ≥ Ty. We make
the standing hypothesis that (E) does possess proper solutions. A proper solution is
called oscillatory if it has arbitrarily large zeros; otherwise it is called nonoscillatory.
An equation itself is said to be oscillatory if all its proper solutions are oscillatory.
There are numerous papers devoted to oscillation of differential equation, see [1–15].
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If y(t) is a nonoscillatory solution of (E), then there exist an even integer
ℓ ∈ {0, 2, . . . , n} and a t0 ≥ Ty such that

y(t)y(i)(t) > 0 on [t0, ∞) for 0 ≤ i ≤ ℓ,

(−1)iy(t)y(i)(t) > 0 on [t0, ∞) for ℓ ≤ i ≤ n.
(1.1)

Such y(t) is said to be a (nonoscillatory) solution of degree ℓ, and the set of all
solutions of degree ℓ is denoted by Nℓ. Consequently, the set N of all nonoscillatory
solutions of (E) has the following decomposition

N = N0 ∪ N2 ∪ . . . ∪ Nn.

It is known that in the case where τ(t) ≡ t Eq.(E) always has solutions of degree 0
and n, that is, N0 ̸= ∅ and Nn ̸= ∅ for ordinary differential equation

y(n)(t) = p(t)y(t).

The situation for the case τ(t) ̸≡ t is different. In fact, it may happen that N0 = ∅
or Nn = ∅ for (E) when the deviating argument is delayed (τ(t) < t) or advanced
(τ(t) > t) and the deviation |t − τ(t)| is large enough, see e.g. pioneering works of
Ladas et al. [15] and Koplatadze and Chanturija [11].

Later Kusano [13] studied (E) with τ(t) being of mixed type which means that
delayed part

Dτ = {t ∈ (t0, ∞) : τ(t) < t}
and advanced part

Aτ = {t ∈ (t0, ∞) : τ(t) > t}
are both unbounded subset of (t0, ∞). Kusano’s main result is the following:

Let us denote
τ∗(t) = min{τ(t), t}.

We employ two sequences {tk}, {sk} such that

tk ∈ Dτ , tk → ∞ as k → ∞ (1.2)

and
sk ∈ Aτ , sk → ∞ as k → ∞. (1.3)

Theorem 1.1. Assume that there is a constant ε > 0 such that
∞∫ (

τ∗(t)
)n−1−ε

p(t) dt = ∞. (1.4)

Supose moreover that there exist two sequences {tk}, {sk} satisfying (1.2) and (1.3). If

lim sup
k→∞

tk∫

τ(tk)

(
τ(tk) − τ(s)

)n−1
p(s) ds > (n − 1)! (1.5)
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and

lim sup
k→∞

τ(sk)∫

sk

(
τ(t) − τ(sk)

)n−1
p(t) dt > (n − 1)!, (1.6)

then (E) is oscillatory.
Kusano employed the conditions (1.4), (1.5) and (1.6) to show that Nℓ = ∅,

ℓ = 2, 4, . . . , n − 2, N0 = ∅ and Nn = ∅, respectively. We observe that application of
(1.4) is problematic for Euler type of equations (p(t) ∼ a/tn). The aim of this paper is
to essentially improve all three conditions (1.4)–(1.6). Our significant progress will be
demonstrated via equation

y(n)(t) = p0y(t + sin t)

for which Kusano obtained oscillation under condition

p0 >
(n − 1)!

(sin 1 − 0.5)n−1 . (1.7)

Very recently the present author [4] contributed to the problem for the second
order differential equations.

2. MAIN RESULTS

We introduce three results in which we shall show in successive steps that Nℓ = ∅,
ℓ = 2, 4, . . . , n − 2, N0 = ∅ and Nn = ∅.
Theorem 2.1. Assume that

∞∫ (
τ∗(t)

)n−1
p(t) dt = ∞ (2.1)

and

lim sup
t→∞

{ t∫

τ∗(t)

(
τ∗(s)

)n−1
p(s) ds + τ∗(t)

∞∫

t

(
τ∗(s)

)n−2
p(s) ds

+ 1
τ∗(t)

τ∗(t)∫

t0

(
τ∗(s)

)n
p(s) ds

}
> 2(n − 2)!.

(2.2)

Then the classes Nℓ = ∅ for (E) for all ℓ = 2, 4, . . . , n − 2.
Proof. Assume on the contrary that (E) possesses an eventually positive solution y(t)
of degree ℓ for some ℓ ∈ {2, 4, . . . , n − 2}. Since y(ℓ−1)(t) is positive and increasing,
it is easy to see that

y(ℓ−2)(t) ≥
t∫

t1

y(ℓ−1)(s) ds ≥ y(t1)(t − t1).
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Integrating (ℓ − 2)-times the last inequality, we are led to

y(t) ≥ y(t1) (t − t1)ℓ−1

(ℓ − 1)! ≥ ctℓ−1, c = y(t1)
2(ℓ − 1)! .

Taking into account (2.1), one gets
∞∫

tn−ℓy(n)(t) dt =
∞∫

tn−ℓp(t)y(τ(t)) dt ≥ c

∞∫
tn−ℓp(t)τ ℓ−1(t) dt

≥
∞∫ (

τ∗(t)
)n−1

p(t) dt = ∞.

By Lemma 3.2 in [12], condition
∫∞

tn−ℓy(n)(t) dt = ∞ guarantees that

y(t)
tℓ

↓ y(t)
tℓ−1 ↑ (2.3)

and

y(t) ≥ tℓ

ℓ!(n − ℓ)!

∞∫

t

sn−ℓ−1p(s)y(τ(s)) ds + tℓ−1

ℓ!(n − ℓ)!

t∫

t0

sn−ℓp(s)y(τ(s)) ds.

Since y(t) is increasing, we get y(τ(s)) ≥ y(τ∗(s)) which in view of the above inequality
yields

y(τ∗(t)) ≥ 1
2(n − 2)!




(
τ∗(t)

)ℓ

t∫

τ∗(t)

[τ∗(s)]n−1p(s)y(τ∗(s))
(
τ∗(t)

)ℓ
ds

+
(
τ∗(t)

)ℓ

∞∫

t

(
τ∗(s)

)n−2
p(s) y(τ∗(s))

(
τ∗(t)

)ℓ−1 ds

+
(
τ∗(t)

)ℓ−1
τ∗(t)∫

t0

(
τ∗(s)

)n
p(s)y(τ∗(s))

(
τ∗(t)

)ℓ
ds





.

Taking into account (2.3), we obtain

y(τ∗(t)) ≥ y(τ∗(t))
2(n − 2)!

{ t∫

τ∗(t)

(
τ∗(s)

)n−1
p(s) ds + τ∗(t)

∞∫

t

(
τ∗(s)

)n−2
p(s) ds

+ 1
τ∗(t)

τ∗(t)∫

t0

(
τ∗(s)

)n
p(s) ds

}

which contradicts (2.2).
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Remark 2.2. The situation from Theorem 2.1 when N = N0 ∪ Nn is usually refereed
as Property B of Eq. (E), thus this result can be reformulated in terms of Property B. It
follows from Lemma 4.1 of [10] that condition (2.1) is necessary for Property B of (E).
From this point of view, we have just one condition (2.2) for elimination of n/2 − 1
classes Nℓ.

Now we turn our attention to elimination of the class N0.

Theorem 2.3. Let there exist sequence {tk} satisfying (1.2) and β > 0 such that

(t − τ(t))n−1

(n − 1)! p(t) ≥ β, t ∈ [τ(τ(tk)), τ(tk)], k = 1, 2, . . . . (2.4)

If

lim sup
k→∞

eβτ(tk)
tk∫

τ(tk)

p(s)
τ(tk)∫

τ(s)

e−β x
(
x − τ(s)

)n−2 dxds > (n − 2)!, (2.5)

then N0 = ∅ for (E).

Proof. Assume on the contrary that (E) has an eventually positive solution y(t) of
degree 0. Then for u < v we have

y(n−2)(u) ≥
v∫

u

−y(n−1)(x) dx.

An integration in u over [u, v] yields

−y(n−3)(u) ≥
v∫

u

v∫

z

−y(n−1)(x) dxdz =
v∫

u

−y(n−1)(x)(x − u) dx.

Repeating this procedure one gets

y(u) ≥
v∫

u

−y(n−1)(x) (x − u)n−2

(n − 2)! dx ≥ −y(n−1)(v) (v − u)n−1

(n − 1)! . (2.6)

We consider t ∈ I = [τ(τ(tk)), τ(tk)] ⊂ Dτ , k = 1, 2, . . . . Setting u = τ(t) and v = t
into (2.6) one can see that

y(τ(t)) ≥ −y(n−1)(t) (t − τ(t))n−1

(n − 1)!

which in view of (E) and (2.4) yields

y(n)(t) = p(t)y(τ(t)) ≥ −β y(n−1)(t), t ∈ I.
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Now it is easy to verify that

eβ t
(

−y(n−1)(t)
)

↓ on I. (2.7)

On the other hand, an integration of (E) yields

y(n−1)(τ(tk)) ≥
tk∫

τ(tk))

p(s)y(τ(s)) ds. (2.8)

Employing (2.6) with u = τ(s) and v = τ(tk) with s ∈ [τ(tk), tk] we get

y(τ(s)) ≥
τ(tk)∫

τ(s)

−y(n−1)(x) (x − τ(s))n−2

(n − 2)! dx. (2.9)

Combining (2.9) together with (2.8) we obtain

y(n−1)(τ(tk)) ≥
tk∫

τ(tk))

p(s)
τ(tk)∫

τ(s)

−y(n−1)(x) (x − τ(s))n−2

(n − 2)! dx ds

≥ −y(n−1)(τ(tk))eβτ(tk)
tk∫

τ(tk))

p(s)
τ(tk)∫

τ(s)

e−β x (x − τ(s))n−2

(n − 2)! dx ds,

where we have used (2.7). This contradicts (2.5) and the proof is complete.

Remark 2.4. It is easy to see that (2.5) for β = 0 reduces to (1.5) and we conclude
that our criterion improves that of Kusano.

The following considerations are intended to simplify condition (2.5), namely to
avoid computation of double integral with exponential function.

Corollary 2.5. Let there exist sequence {tk} satisfying (1.2) and β > 0 such that
(2.4) holds. If

lim sup
k→∞

tk∫

τ(tk)

p(s)
{(

τ(tk) − τ(s)
)n−1

(n − 1)! + β

(
τ(tk) − τ(s)

)n

n!

+ β2
(
τ(tk) − τ(s)

)n+1

(n + 1)!

}
ds > 1,

(2.10)

then N0 = ∅ for (E).
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Proof. We employ the identity

τ(tk)∫

τ(s)

e−β x

(
x − τ(s)

)n−2

(n − 2)! dx

= e−βτ(tk)

{(
τ(tk) − τ(s)

)n−1

(n − 1)! + β

(
τ(tk) − τ(s)

)n

n! + β2
(
τ(tk) − τ(s)

)n+1

(n + 1)!

}

+ β3
τ(tk)∫

τ(s)

e−β x

(
x − τ(s)

)n+1

(n + 1)! dx.

Then

τ(tk)∫

τ(s)

e−β x

(
x − τ(s)

)n−2

(n − 2)! dx ≥ e−βτ(tk)

{(
τ(tk) − τ(s)

)n−1

(n − 1)! + β

(
τ(tk) − τ(s)

)n

n!

+ β2
(
τ(tk) − τ(s)

)n+1

(n + 1)!

}
.

It follows from the last inequality that (2.10) implies (2.5) and the proof is complete.

Remark 2.6. We can include more corresponding terms into (2.10) but this yields
only very little progress and so exactly three terms are enough.

Now we present criterion for elimination of the class Nn.

Theorem 2.7. Let there exist sequence {sk} satisfying (1.3) and γ > 0 such that

(τ(t) − t)n−1

(n − 1)! p(t) ≥ γ, t ∈ [τ(sk), τ(τ(sk))], k = 1, 2, . . . (2.11)

If

lim sup
k→∞

e−γτ(sk)
τ(sk)∫

sk

p(t)
τ(t)∫

τ(sk)

eγ x
(
τ(t) − x

)n−2 dxdt > (n − 2)!, (2.12)

then Nn = ∅ for (E).

Proof. Assume on the contrary that (E) has an eventually positive solution y(t) of
degree n. Then for u < v we have

y(n−2)(v) ≥
v∫

u

y(n−1)(x) dx.
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An integration in v over [u, v] yields

y(n−3)(v) ≥
v∫

u

z∫

u

y(n−1)(x) dxdz =
v∫

u

y(n−1)(x)(v − x) dx.

Repeating this procedure we have

y(v) ≥
v∫

u

y(n−1)(x) (v − x)n−2

(n − 2)! dx ≥ y(n−1)(u) (v − u)n−1

(n − 1)! . (2.13)

We consider t ∈ J = [τ(sk), τ(τ(sk))] ⊂ Aτ , k = 1, 2, . . . Setting u = t and v = τ(t)
into (2.13) one can see that

y(τ(t)) ≥ y(n−1)(t) (τ(t) − t)n−1

(n − 1)! ,

which in view of (E) and (2.11) yields

y(n)(t) = p(t)y(τ(t)) ≥ γ y(n−1)(t) t ∈ I,

which implies that
e−γ ty(n−1)(t) ↑ on J. (2.14)

On the other hand, an integration of (E) yields

y(n−1)(τ(sk)) ≥
τ(sk))∫

sk

p(t)y(τ(t)) dt. (2.15)

Employing (2.13) with u = τ(sk) and v = τ(t) with t ∈ [τ(tk), tk] we get

y(τ(t)) ≥
τ(t)∫

τ(sk)

y(n−1)(x) (τ(t) − x)n−2

(n − 2)! dx. (2.16)

Combining (2.16) together with (2.15) we obtain

y(n−1)(τ(sk)) ≥
τ(sk)∫

sk

p(t)
τ(t)∫

τ(sk)

y(n−1)(x) (τ(t) − x)n−2

(n − 2)! dx dt

≥ y(n−1)(τ(sk))e−γτ(sk)
τ(sk)∫

sk

p(t)
τ(t)∫

τ(sk)

eγ x (τ(t) − x)n−2

(n − 2)! dx dt,

where we have used (2.14). This contradicts (2.12) and the proof is complete.
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Corollary 2.8. Let there exist sequence {sk} satisfying (1.3) and γ > 0 such that
(2.11) holds. If

lim sup
k→∞

τ(sk)∫

sk

p(t)
{(

τ(t) − τ(sk)
)n−1

(n − 1)! + γ

(
τ(t) − τ(sk)

)n

n!

+ γ2
(
τ(t) − τ(sk)

)n+1

(n + 1)!

}
dt > 1,

(2.17)

then Nn = ∅ for (E).

If we pick up the previous results we immediately obtain criterion for oscillation
of (E).

Theorem 2.9. Assume that all conditions of Theorem 2.1, Corollary 2.5 and Corol-
lary 2.8 hold true. Then (E) is oscillatory.

We support novelty of the paper with the following illustrative example.

Example 2.10. Consider the equation

y(n)(t) = p0y(t + sin t), (Ex)

where p0 > 0 is a constant. Clearly , the deviating argument τ(t) = t+sin t is of mixed
type and τ∗(t) ≥ t − 1. Consequently, it is easy to see that (2.1) and (2.2) hold true
and by Theorem 2.1 the classes Nℓ = ∅ for all ℓ = 2, 4, . . . , n − 2.

We choose the positive constant a such that a = cos a ( ≈ 0.739085) and if we set
tk = (−π/2) + 2kπ + a, k = 1, 2, . . ., then tk ∈ Dτ and moreover τ(tk) = (−π/2) + 2kπ
and τ(τ(tk)) = (−π/2) + 2kπ − 1.

A simple computation shows that for t ∈ [τ(τ(tk)), τ(tk)]

(t − τ(t))n−1

(n − 1)! p(t) = p0
(n − 1)! (− sin t)n−1

≥ p0
(n − 1)! (− sin (τ(τ(tk))))n−1

= p0
(n − 1)! (cos 1)n−1 = β.

On the other hand, by the Jensen inequality

tk∫

τ(tk)

(τ(tk) − τ(s))n−1 ds ≥ (tk − τ(tk))


 1

tk − τ(tk)

tk∫

τ(tk)

(τ(tk) − τ(s)) ds




n−1

= 1
an−2

(
sin a − a2

2

)n−1

= a

(√
1 − a2

a
− a

2

)n−1

.
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Therefore criterion (2.10) reduces to a simple condition

ap0

{
1

(n − 1)!

(√
1 − a2

a
− a

2

)n−1

+ β

n!

(√
1 − a2

a
− a

2

)n

+ β2

(n + 1)!

(√
1 − a2

a
− a

2

)n+1}
> 1

(2.18)

and by Corollary 2.5 the class N0 = ∅.
Now, if we set sk = (π/2) + 2kπ − a, k = 1, 2, . . ., then sk ∈ Aτ and moreover

τ(sk) = (π/2) + 2kπ and τ(τ(sk)) = (π/2) + 2kπ + 1.
It is easy to verify that for t ∈ [τ(sk), τ(τ(sk))]

(τ(t) − t)n−1

(n − 1)! p(t) = p0
(n − 1)! (sin t)n−1

≥ p0
(n − 1)! (sin (τ(τ(tk))))n−1

= p0
(n − 1)! (cos 1)n−1 = γ = β.

Proceeding exactly as above, we can verify that criterion (2.17) reduces again to (2.18)
and by Corollary 2.8 the class Nn = ∅. Finally, we conclude that (2.18) guarantees
oscillation of (Ex).

Remark 2.11. To show the progress and novelty of our results, we compare our
criterion (2.18) obtained for (Ex) together with Kusano’s (1.7). If we set n = 4, then
(1.7) guarantees oscillation of (Ex) for p0 > 150.7 while (2.18) requires only p0 > 43.5.
The progress is manifest.

3. SUMMARY

In this paper we tried to fulfill the certain gap in the oscillation theory concerning
differential equations with mixed arguments. Our criteria are of high generality, easily
verifiable and improve the known ones. Moreover our results are applicable also for
n-odd when

N = N1 ∪ N3 ∪ . . . ∪ Nn.

In this case the situation is simpler due to absence of class N0.
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