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1. Introduction

Maintenance is an important attribute of product quality. It refers 
to the prescribed procedures and methods that a product undergoes 
under specified conditions and time to maintain or restore its regular 
state [5, 24]. A maintenance program analyzes, predicts, and evaluates 
the quality of the product and establishes a variety of physical and 
mathematical models. The program is essential and strongly influ-
ences the product maintenance level [1,14,17].

Research on maintenance models is divided into qualitative de-
scription and quantitative analysis. Qualitative description includes 
a descriptive model, flow chart, and graphic model. Literature shows 
that research on the quantitative analysis of repair time is relatively 
weak [4,7,13,18,19]. More research has focused on the replacement 
time and, average repair time for model assumptions, parameters 
estimation, and hypothesis testing. [3] showed that the maintenance 
time of CNC machine tools could be statistically analyzed. Assuming 
that the system maintenance time possesses a lognormal distribution, 
the maximum likelihood method can be used to estimate the param-
eters, and the skewness–-kurtosis test can be conducted to obtain the 
maintenance time distribution. In [25], we use the Origin 8 drawing 
function to plot the probability density function graph of an NC ma-

chining center and judge its possible distribution rule. Then, we use 
a MATLAB programming function to estimate the parameters and 
obtain the maintenance time model. In [3] and [25], the maintenance 
time of all components was indiscriminately based on experience, 
and the system maintenance time was assumed to follow a certain 
distribution model. The distribution model was determined by model 
hypothesis, parameter estimation, and hypothesis testing. Finally, the 
average maintenance time of the system is determined by point esti-
mation. Most modern mechanical systems comprise the key system 
units. System failure must be closely related with the system unit; 
thus, the maintenance time modeling process should consider the role 
of the system unit.

In [22], a maintenance operation comprised multiple maintenance 
tasks. Maintenance operation was divided into serial maintenance 
operations, parallel repair operations, and serial parallel maintenance 
operations according to the relationship between the maintenance op-
erations; in turn, the maintenance time calculation model was given. 
In [8], the system maintenance time comprised different maintenance 
times. Therefore, the subsystem maintenance activity indivisible was 
defined as the basic maintenance event. The system maintenance 
work sequence is divided into serial, parallel and hybrid, and the final 
formula was based on the whole probability of the system to obtain 
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the average maintenance time. In [9], three kinds of logical relations 
existed between the system maintenance operations: serial, paral-
lel, and selection. These logical relations then built the maintenance 
process model based on Colored Stochastic Petri Net (CSTPN). The 
model was used to propose a maintenance time simulation algorithm 
using the Monte Carlo method. the maintenance time of the subsys-
tem is considered in [8], [9], and [22], and the corresponding system 
maintenance time model was established according to the different 
logical relations among the subsystems. However, a huge error was 
encountered in the system average maintenance time due to the failure 
in the correlation between the subsystems. This phenomenon resulted 
in the failure of, the maintenance cycle plan to satisfy actual project 
requirements, thereby affecting maintenance efficiency.

System maintenance time function is constituting by the compo-
nent failure rate and maintenance time. Therefore, this paper studies 
the type II fault correlation [11,26], which is when a component in the 
system fails, it will affect the failure rate of other components. And 
aiming at the serial system, establishing the component failure corre-
lation model by considering the failure rate of the system components. 
In addition, the average maintenance time model with the minimum 
failure rate of the system is obtained by weighting the subsystem 
failure rate. Taking CNC machine tools as an example, the concrete 
modeling process is introduced to provide a theoretical basis for the 
system maintenance time design and maintenance plan formulation.

2. Modeling principle of system average maintenance 
time based on fault correlation

2.1. Implementation of component-level division based 
DEMATEL / ISM method

Decision-making trial and evaluation laboratory (DEMATEL) is 
a systematic method of analysis using graph theory and matrix tools. 
The method studies the complex relationship 
between the systems converted to visualize the 
structure of the model, and thus the complex 
system dependencies between the elements, to 
make a quantitative analysis, and clarify the key 
factors [21].

Interpretive structural modeling (ISM) sys-
tem is used for the analysis of complex issues 
related to the socio-economic system and development. The idea of 
this method is to divide the complex system into several sub-systems, 
draw the relation graph, reflect the direct relationship between the 
system elements using adjacency matrix, and then transform the ad-
jacency matrix into a reachable matrix. The reachable matrix decom-
position is then transformed into a complex system that constitutes a 
clear multi-level hierarchical structure model [10]; thus, a profession-
al explanation and interpretation of the completion of the structural 
model are achieved.

This article uses the integrated DEMATEL / ISM method com-
bined with machine fault correlation analysis to clarify the relation-
ship between the system elements and to simplify ISM modeling of 
large and complex matrix operations. First, a subsystem failure cor-
relation network is established based on the subsystem failure cor-
relation data. Second, the DEMATEL is used to calculate calculated 
the comprehensive influence matrix of the system to obtain the cor-
relation order of the fault subsystem and discover the key subsystems. 
Moreover, the overall influence matrix of the system (is unit matrix) 
is determined, then the reachability matrix M  is obtained. Finally, 
the ISM method of grading system and domain decomposition is used 
to analyze the complex issues of hierarchical relationships between 
the subsystems. The integration of the two methods clarifies the ef-

fect of the failure of the subsystem as well as the mechanism of fault 
transmission.

The procedure in determining the reachability matrix using the 
DEMATEL method is presented as follows:

Determine the correlation matrix, represents the number of im-1) 
pact of influencing factors and; i j= , gives ijy 0= .
Normalized correlation matrix to obtain2)  Normalized matrix 
X :

 
n

ij
1 i n j 1
max y
< < =

=

∑

YX
 (1)

Determine the comprehensive influence matrix 3) T :

 
T X X X X I X= + + +( ) = −( )

→∞

−lim
k

k2 1


 (2)

 
[ ] 1,2ij n nt ,i, j , ,n×= =T  (3)

I  is the identity matrix, and ijt is the integrated effect of compo-
nent i and component j , including direct and indirect effect.

Determine the overall system impact matrix 4) H :

 = +H T I  (4)

Then the reachability matrix M  is obtained by the overall system 
impact matrix H .

Finally, the failure to obtain the hierarchical relationships between 

the subsystems using the ISM method classification system and do-
main decomposition is shown in Figure 1.

2.2. Reliability modeling of system components based on 
Copula function

First, the reliability of each system component is modeled based 
on time correlation. Then consider the fault correlation and the trans-
mission of the hierarchy subsystem shown in Figure 1. Moreover, the 
joint distribution function is established using the copula connection 
function to determine the fault correlation coefficients among system 
components, thereby establishing a system reliability model based on 
fault related components.

2.2.1. Time-dependent system component reliability modeling 

A two-parameter Weibull distribution [12] for reliability model-
ing is introduced in this paper. After the establishment of a system 
component failures time model, considering the small sample size of 
each system component, the maximum likelihood estimation method 
(MLE) is used to estimate the parameters to improve the accuracy of 
parameter estimation.

1 2 nt ,t , ,t  are set up for fault interval time order statistics, using 
MLE. The shape parameter β̂  and scale parameter α̂  can satisfy the 
following equation:

Fig. 1. Hierarchy relationship of system component
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β̂k–β̂  is obtained after k  times iterations;
As the iteration number increases, its value approaches the optimal 

solution. The iterative algorithm is shown as follows:
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The decreased number of system component fault data results in a 
small sample problem. Result obtained using the MLE have certain 
deviations, thereby requiring parameter estimation based on the re-
sults of a deviation correction.

 ˆβ γ ββ
* = ( )n  (7)

γβ(n) is known as β̂  of the correction coefficient and calculated by 
the following formula:

  (8)
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When n  is an odd number and n 5≥ :
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For any 3n ≥ ,γβ(n)<1 and lim n
n→∞

( ) =γ β 1 ; thus, β*< β̂ , and us-

ing formula (9) to correct the deviation of shape parameter β.
The deviation correction formula of scale parameter α is:

ˆα γ β αα
* *= ( )n,
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After the parameters are estimated, the d  test method is used to test 
the system component failure of the time interval distribution function 
and goodness-of-fit test.

2.2.2. Reliability model based on failure rate correlation subsys-
tem

(1) Fault correlation coefficient modeling of system components 
based on copula function

Considering the failure time correlation of system components to 
establish the time-dependent reliability model. Then the fault correla-
tion and transfer of the system components are considered, and the 
copula connection function is used to calculate the failure correlation 
coefficient.

The copula theory was proposed by Sklar in 1959. This theory can 
decompose a joint distribution function into a Copula function and 
k  marginal distribution [15,27]. In addition, this theory follows the 
Sklar theorem:

( )H ,⋅ ⋅ is a joint distribution function of ( )F ⋅  and ( )G ⋅ . A func-
tion of copula ( )C ,⋅ ⋅  satisfies ( ) ( ) ( )( )H x,y C F x ,G y= . If ( )F ⋅  
and ( )G ⋅  are continuous, then ( )C ,⋅ ⋅  is the only; otherwise, if ( )F ⋅
and ( )G ⋅  are a univariate distribution function and ( )C ,⋅ ⋅  is a cor-
responding copula function, then the function ( )H ,⋅ ⋅  is the joint dis-
tribution function with marginal distribution ( )F ⋅  and ( )G ⋅ .

Based on experience, the system component time between failure 
obeys Weibull distribution is generally uses the Gumbel-copula func-
tion and is expressed as follows:

C R t ,R t , ,R t exp lnR tn i
1/

i

n
1 2

1
( ) ( ) ( )( ) = − − ( )( )

















=
∑

θ
θ





∈( ],θ 0,1   (12)

( )iR t  is component time-dependent reliability model, i 1,2, ,n=  .

And θ is a random variable, where θ =1, if n  system components 
are independent of each other; on the contrary, θ is closer to 0, if n  
system components have a stronger reliability correlation. Thus, the 
random variable θ is also known as the correlation coefficient. As a 
result, how to calculate θ is the key to the establishment of system 
model. 

Based on the relationship between the system components, the 
correlation between the system components can be established, and 
the correlation coefficient θ shown as follow:

Figure 2 shows that the system can be divided into three levels 
with an associated system component failure. And the components of 
the fault source subsystem and intermediate fault subsystem as well as 
their reliability marginal distribution function. In addition, the copula 
connection function is introduced and the joint distribution function 
is established to determine the fault correlation coefficients among 
system components, thereby establishing the system reliability model 
based on failure rate correlation components.

In the system with k  failure rate correlation components, sup-
pose the reliability function of each system component, ( )i iR t ,

i 1,2, ,k=  ; a copula function ( ) ( ) ( )( )1 1 2 2 k kC R t ,R t , ,R t , such 

Fig. 2. Fault source subsystem and intermediate subsystem failure associated schematic
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that ( ) ( ) ( ) ( )( )1 2 1 1 2 2k k kR t ,t , ,t C R t ,R t , ,R t=  , can be uniquely 

identified. Among the ( )1 2 kR t ,t , ,t  is the ( )i iR t  of the reliability 
joint distribution function of k  failure rate correlation components. 

Each system component in the event of failure needs to be shut 
down for maintenance, then system can be regarded as a series sys-
tem. The system components of the fault are both independent and 
non-independent; thus, the system reliability function is solved as:

 ( ) ( ) ( )
1 2

1 1

n n

i j
i j

R t C t R t
= =

=∏ ∏  (13)

 1 2n n n= +

Where:
n  is the number of system components;

1n  is the number of components with fault correlation;

2n  is the number of components with fault independent;

( )iC t is the integrated reliability of the component i ;

( )jR t  is the reliability of the component j .

(2) Failure rate modeling of system components based on failure 
rate correlation

According to [16], when a subsystem j  is affected by subsystem 
i  , the comprehensive failure rate is:

 
λ φ λ λ

λ ϕ λ

j j Ij i g

Ij i i g
i

t t , t ,t

     t t
j

j j
j

( ) = ( ) ( )





= ( ) + ( )∑  (14)

Where λj(t) is the comprehensive failure rate of component j ;
λIj(t) is the independent failure rate of component j ;
ϕi j

t( )
 
is the correlation coefficient of component i  on com-

ponent j ;
λi gj

t( )  is the correlation failure rate of components i  related 

to component j .
λj(t) is generally obtained from the field failure data; λIj(t) is de-

termined by the inherent reliability, usually through factory testing or 
production data. If relevant effect is not considered, then theoretically 
λj(t) = λIj(t). On the contrary, the copula theory is expressed in this ar-
ticle as ϕi j

t( )( ) [ ]0,1
jiö t ∈ , where φ = 0, indicates no correlation, and φ = 1 

indicates completely relevance. That is, a failure of subsystem i  will 
inevitably induce failure of components j ; thus, j  can be replaced 
by using (1 − θ).

The integrated failure rate of each subsystem level can be ob-
tained as:

 
λ λ λ λ θ λF It t t t 1 t( ) = ( ) ( ) = ( ) + −( ) ( )1 2 1 1

Where λF(t) and λI(t) are the failure rate of fault source subsystem 
and intermediate fault subsystem respective with failure rate correla-
tion; λ1(t) and λ2(t) are the failure rate of fault source subsystem and 
intermediate fault subsystem respective with fault independent; θ1 is 
the correlation coefficient between fault source subsystem and inter-
mediate fault subsystem.

Given that the representation subsystem is affected by the failure 
of the source subsystem and the intermediate subsystem as a whole, 
the integrated failure rate must be obtained:

λ12(t)( ) ( )
( )

12
12

12

R t
ë t

R t
′

= −

λR(t) = λ3(t) + (1− θ2 )λ12(t) 

Where λ12(t) is the integrated failure rate of fault source subsystem 

and intermediate fault subsystem; ( )12R t  is the integrated reliability 
function of fault source subsystem and intermediate fault subsystem; 

( )12R t′ is the partial derivative of ( )12R t ; λ3(t) is the failure rate of 
representation subsystem with fault independent; λR(t) is the failure 
rate of representation subsystem with failure rate correlation; θ2 is 
the correlation coefficient between representation subsystem and the 
whole of fault source subsystem and intermediate fault subsystem.

2.3. Maintenance time modeling of system components 
based on small sample

In the modeling process of system component maintainability, the 
small sample features of the system components are considered, using 
the normal distribution of small sample data processing and the par-
ticle swarm optimization algorithm. These procedures are conducted 
to optimize the parameters estimation, to determine the maintenance 
time model and calculate the average repair time of the system com-
ponents, which provide the basis for the maintenance time calculation 
of the system component failure correlation.

Fault repair time τ is subject to a lognormal distribution LN(μ, σ2). 
Its logarithm ln τ satisfies the normal distribution N(μ, σ2).

The probability density function of repair time τ is expressed as:

 m
t

exp ln
τ

σ π
τ µ
µ

( ) = −
−
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 (15)

The cumulative distribution function is expressed as:

 M
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exp lnx dx0τ
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µ
σ
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−
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Where σ and μ are parameters to be estimated.
Parameters σ  and μ  are estimated. Samples τ1, τ2,… τn  are set as 

the maintenance time data for a hierarchical system components. The 
maintenance probability estimate value ip

∧
 at sample τi is expressed 

as:
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The repair probability estimate ip
∧

 is obtained through Xi= lnτi, 

each of which can be further obtained as τ i i, p
∧







 point. Moreover, the 

maintenance level of the subsystem parameters of the model estimates 
can be obtained when combined with the least squares method.

The constraint criterion of the least squares method is expressed 
as:

 Q
x

exp lnx
Ã

dx pi0
i

i= −
−
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2 2

1 σ π
µτnn

min∑ =     (18)

In (18), the parameter of constrained least squares method is solved 
using particle swarm optimization (PSO) [20, 23, 6] under the guide-
lines of the optimization problem. The PSO optimization algorithm 
flow chart is shown in Fig. 3.

Fig. 3. PSO algorithm flowchart

2.4. System average maintenance time modeling

The system maintenance time can be expressed as a function of 
its components maintenance time; thus, the integrated maintenance 
time of the system can be obtained by calculating the components 
average maintenance time. System MTTR (Mean time to repair) can 
be calculated by system components MTTR, and the weighting factor 
is related to the number of failures of the system components [2].

 1

1

n
i i i

i
n

i i
i

q f MTTR
MTTR

q f

=

=

=
∑

∑
  (19)

Where iMTTR  is average maintenance time of component i,fi ,is 
the number of faults in the system design life cycle for component i, 
qi is the number of component i.

Given that the number of failures of the system components is 
closely related to the failure rate of all components and the failure 
dependencies between the system components makes the weighting 
factor more accurate and reasonable, the use of λi is possible instead 
of fi. In other general system, system components are relatively in 
unique division; thus, qi=1, and the average system maintenance time 
can be rewritten as:

 1

1

n
i i

i
n

i
i

MTTR
MTTR

l

l

=

=

=
∑

∑
 (20)

Where λi is failure rate for system components in all levels.

The model comprehensively considers the failure time correla-
tion and fault transfer of each component, that is, the corresponding 
weight maintenance coefficient is given to different system compo-
nents for repair time calculation and engineering practice.

3. Application example

In this paper, modular methods for the whole function of subsys-
tems are used in combination with the main structure and working 
process of CNC machine tools, as shown in Table 1.

Table 1 shows five CNC machine tools tracked by the task group 
from July 1, 2012 to December 31, 2012 in time-truncated mode. The 
cumulative working time was 2,668 hours (two shifts). The collection 
and analysis of CNC machine tools used to collate the failure data are 
shown in Table 2.

The above associated failure statistics is presented as a fault di-
rected graph in Fig. 4.

Fig. 4.  Fault directed graph of CNC machine tools 

3.1. Hierarchical division of CNC machine tools subsystem

The subsystem failure analysis is conducted, the influence matrix
Y  is directly affected, and the comprehensive influence matrix T is 
determined using the DEMATEL method.
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0 0 0 0 0 0 0
0.0583 0 0.1428 0.0408 0 0.0612 0
0.4082 0 0 0.2857 0 0.4286 0

0 0 0 0 0 0 0
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0.2857 0 0 0 0 0 0
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F
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=  
 
 
 
 
 

T

By comparing the row and column sum of the subsystems in T  , 
the ranking of correlation is sorted into hydraulic system, jig, active 
system, electric system and cooling system. Thus, the system overall 
impact matrix is:

1 0 0 0 0 0 0
0.0583 1 0.1428 0.0408 0 0.0612 0
0.4082 0 1 0.2857 0 0.4286 0

0 0 0 1 0 0 0
0.0086 0.1428 0.0204 0.0058 1 0.0087 0
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0.0167 0.2857 0.0408 0.0117 0 0.0175 1
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λ
  to determine the element values in 

the reachable matrix, which λ is a given threshold for system simplifi-
cation. For systems with a small value of n , set λ = 0. Then, the reach-
able matrix M is:

 

1 0 0 0 0 0 0
1 1 1 1 0 1 0
1 0 1 1 0 1 0
0 0 0 1 0 0 0
1 1 1 1 1 1 0
1 0 0 0 0 1 0
1 1 1 1 0 1 1

S
V
D
M
J
F
K

 
 
 
 
 

=  
 
 
 
 
 

M

The subsequent operation is simple, with 1S  on behalf of S , 2S  

on behalf of V , 3S  on behalf of D , 4S  on behalf of M , 5S  on 

behalf of J , 6S  on behalf of F , and 7S  on behalf of K . Define the 

reachable set ( )iR S , antecedent set ( )iA S , common set ( )iC S , and 

initial set ( )iB S
 
of the factors, as shown in Table 3.

Table 1 CNC machine tools subsystem partition

Site code system name Contains components

S Active system Including power cutting head, power box, spindle assembly, tools clamping mechanism and its 
main moving parts

J Feed system Including power slide, rail, screw and so on

F Fixture
Including a positioning element (support nail, support plate and positioning pin, etc.) and 

positioning device (operating mechanism), clamping mechanism, fixture body, fixture base, 
table, etc.

NC CNC system Including PLC input and output interfaces, hardware, CNC system, servo system, the axis of the 
motor and its control circuit

V Electrical System Including the addition to the power outside the various sockets, switches, relays, contactors, 
fuses, power distribution boxes, etc.

D Hydraulic system Including hydraulic cylinders, fuel tanks, seals, one-way valve

P Pneumatic system Including the cylinder, one-way valve, pipeline and so on

Q Protective device Including the overall protection of the machine

C Support member Including column, column base, middle base, side base and so on

K Cooling removal system Mainly include coolant tank, pump, spiral chip conveyor and so on

W Lubrication system Mainly include pumps, pressure gauges, tubing and so on

M Manipulator Mainly including loading and unloading device

Table 2. Associated fault data of CNC machine tools

Cause of failure Subsequent failure site Cause of failure Subsequent failure site

Fixture Active system Cooling chip removal system Electrical System

Hydraulic system Active system Feed system Electrical System

Cooling chip removal system Electrical System Hydraulic system Active system

Hydraulic system Fixture Hydraulic system Fixture

Hydraulic system Manipulator Fixture Active system

Hydraulic system Manipulator Electrical System Hydraulic system

Hydraulic system Fixture
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Given that ( ) { }5 7B S S ,S= ,and ( ) ( )5 7R S R S∩ ≠ ∅ , the sys-
tem can only be divided into a region { }1 2 3 4 5 6 7P S ,S ,S ,S ,S ,S ,S=  . 
The same region P , in turn, is used to meet the elements of
( ) ( ) ( )i i iR S A S R S∩ =  to identify and define the highest levels of 

collection and the second level of the collection until the division is 
completed. See Table 4 for the details of the classification process.

Termination set ( )E S  in table 4 represent output elements show 
that the system can be divided into five levels: L1={S1, S4}, L2={S6}, 
L3={S3}, L4={S2}, and L5={S5, S7}. Determine the reachable matrix 
M(L) and remove the leapfrog binary relations among the elements 
to obtain M(L):

 

( )

1 1 0 0 0 0 0 0
4 0 1 0 0 0 0 0
6 1 0 1 0 0 0 0
3 1 1 1 1 0 0 0
2 1 1 1 1 1 0 0
5 1 1 1 1 1 1 0
7 1 1 1 1 1 0 1

 
 
 
 
 

=  
 
 
 
 
 

M L

 

         

( )

1 1 0 0 0 0 0 0
4 0 1 0 0 0 0 0
6 1 0 1 0 0 0 0
3 1 1 1 1 0 0 0
2 0 0 0 1 1 0 0
5 0 0 0 0 1 1 0
7 0 0 0 0 1 0 1

 
 
 
 
 ′ =  
 
 
 
 
 

M L

 

Further remove the unit matrix of M'(L), and obtain the 
skeleton matrixwith binary relations:

         

( )

1 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0
6 1 0 0 0 0 0 0
3 1 1 1 0 0 0 0
2 0 0 0 1 0 0 0
5 0 0 0 0 1 0 0
7 0 0 0 0 1 0 0

 
 
 
 
 ′ ′= − =  
 
 
 
 
 

A M L I

A hierarchical structure of system elements model can be 
established, as shown in Fig. 5.

The model is a five-level hierarchical structure. The fifth-level 
elements influence the fourth level, the third level, the second level, 
the first level, and the final effect on machine reliability through a 
hierarchical relationship. The division of each subsystem level based 
on the abovementioned analysis is shown in Table 5.

Fig. 5. Hierarchical structure model

Table 3. Reachable sets, Antecedent sets, Common sets, and Initial sets

Si R(Si) A(Si) C(Si) B(Si)

1
2
3
4
5
6
7

1
1,2,3,4,6
1,3,4,6

4
1,2,3,4,5,6

1,6
1,2,3,4,6,7

1,2,3,5,6,7
2,5,7

2,3,5,7
2,3,4,5,7

5
2,3,5,6,7

7

1
2
3
4
5
6
7

5

7

Table 4. Level division process

Feature 
set Si R(Si) A(Si) R(Si)∩ A(Si) E(S) ( )P∏

P − L0

1
2
3
4
5
6
7

1
1,2,3,4,6
1,3,4,6

4
1,2,3,4,5,6

1,6
1,2,3,4,6,7

1,2,3,5,6,7
2,5,7

2,3,5,7
2,3,4,5,7

5
2,3,5,6,7

7

1
2
3
4
5
6
7

1

4

L1={S1, S4}

P − L0 − L1

2
3
5
6
7

2,3,6
3,6

2,3,5,6
6

2,3,6,7

2,5,7
2,3,5,7

5
2,3,5,6,7

7

2
3
5
6
7 6

L2={S6}

P − L0 − L1
− L2

2
3
5
7

2,3
3

2,3,5
2,3,7

2,5,7
2,3,5,7

5
7

2
3
5
7

3 L3={S3}

P − L0 − L1
− L2 − L3

2
5
7

2
2,5
2,7

2,5,7
5
7

2
5
7

2 L4={S2}

P − L0 − L1
− L2 − L3

5
7

5
7

5
7

5
7

5
7 L5={S5, S7}

Table 5. Subsystems division

System level Contains subsystems

Fault source subsystem Feed system, cooling chip removal system

Intermediate fault sub-
system

Fixtures, hydraulic systems, electrical 
systems

Representation Subsys-
tem Active system, manipulator
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3.2. CNC machine tools subsystem failure rate modeling

The data in this paper comprise a group of users in CNC machine 
tools, the collection and accumulation of five CNC machine tools, the 
on-site operation of the failure of data 28, and the censored time data 
5, with a tracking cycle of six months. Fault data belongs to the fault 
source subsystem analysis, as presented in Table 6.

The absence of a “+” in the table represents the failure source 
data. The iterative calculation and failure of the source subsystem pa-
rameters while running the MATLAB program to conduct 100 itera-
tions are also shown. The estimated values of the parameters are:

 α̂ = 367.4772 , β =1.4973ˆ

Similarly, the parameters of the remaining subsystems as well as 
the deviation correction can be estimated. The results are shown in 
Table 7.

The failure time distribution function of CNC machine tools is 
tested by d, the observed value is Dn = 0.4078 .Take the significant 
level α = 0.10 , check list Dn,α = =1.22 / 6 0.498 . Since D Dn n,< α  , 
the original hypothesis is accepted. The model passes the goodness-
of-fit test, and the CNC machine tools fault time follows the Weibull 
distribution.

Therefore, the type of CNC machine tools fault source subsystem 
failure time function λ1(t):

 λ1

0.14921.1492
370.8794 370.8794

t t( ) = 







Likewise, the failure rate function of the intermediate 
failure subsystem can be obtained:

 
λ2

0.04150.9585
353.1728 353.1728

t t( ) = 







-

Failure rate function of representation subsystem:

 
λ3

0.22290.7771
449.5970 449.5970

t t( ) = 







-

Based on the characteristics of the Gumbel-copula func-
tion, combined with the fault data of the intermediate sub-

system and the failure source subsystem, using MATLAB software 
programming, and called the maximum likelihood estimation to ob-
tain θ1 = 0.254 . Similarly, the failure correlation coefficient of the 
representation subsystem with other two subsystems can be calculated 
as θ2 = 0.198 .

At this point, considering the fault transfer and correlation, the 
overall reliability function:

R t exp t t
123

1.1492 1/

370.8794 353.1728

1

( ) = − 



















+ 



θ
















































+
1.1492 1/
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1 1 2
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θ θ θ
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0.7771 1/ 2
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       exp t t
= − 






 + 


















370.8794 353.1728

4.5244 3.7736 11.2828 2.349
0.1980

449.5970
+ 







































t

Therefore, the integrated failure rate of each subsystem is:

λ λF t t t( ) = ( ) = 





1

1.1492
370.8794 370.8794

0.1492

λ λ θ λI t t t t( ) = ( ) + −( ) ( ) = 





2 11 0.9585

353.1728 353.17281

-0.04115 0.14920.8573
370.8794 370.8794

+ 







t

λ λ θ λR t t t t( ) = ( ) + −( ) ( ) = 





3 121 0.7771

449.5970 449.59702

-0.22229 4.5244

4.5244

3.7736

3.77360.802
370.8794 353.1728

+ × +





t t 




× +

−0.749

3.5244

4.5244

2.7736
     1.1492

370.8794
0.9585t t

3353.17283.7736











3.3. CNC machine tools subsystem maintenance time mod-
eling

The fault repair time information analysis and the finishing of 
CNC modular machine tools are shown in Table 8.

In the table, „*” represents the fault source subsystem mainte-
nance time data, “#” represents the representation fault subsystem 
maintenance time data and the rest for the intermediate fault subsys-
tem maintenance time data.

An example of the fault source subsystem to repair time process-
ing is shown in Table 9.

Table 7. Modified parameter values of subsystem reliability model

Hierarchical subsystem β* α*

Fault source subsystem 1.1492 370.8794

Intermediate fault subsystem 0.9585 353.1728

Representation Subsystem 0.7771 449.5970

Table 9. Fault source subsystem maintenance time processing

i τi Xi X
_ n

n 1
X X

S
i

_

+
⋅

−
t n

n 1
X X

Sn 1
i

_

− +
⋅

−
















pi
∧

1 0.79 -0.2357

1.4042 1.0393

-1.4609 0.1019

2 2.00 0.6931 -0.6334 0.2772

3 3.98 1.3813 -0.0204 0.4922

4 6.62 1.8901 0.4328 0.6584

5 7.71 2.0425 0.5686 0.7029

6 14.21 2.6539 1.1133 0.8419

Table 8. CNC machine tools failure repair time

Numbering Maintenance time τ/h

1 10.62# 3.00 0.79* 1.37# 6.00 2.50

2 8.00# 16.69# 2.00* 6.00#

3 3.98* 7.71* 2.20 6.30 6.62* 11.00#

4 14.21* 2.50 2.00# 0.13# 3.00

5 10.00 1.58 8.81 5.00# 3.00 2.60 8.83
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After using the PSO algorithm and programming with MATLAB, 
the parameter estimation values of the maintenance model of the fault 

source subsystem can be obtained µ
∧

=1 1.4042 , σ
∧

=1 0.9488 . Simi-

larly, the parameters of intermediate failure subsystems are estimated 

to be µ
∧

=2 1.3553, σ
∧

=2 0.5912, and the parameters of representation 

failure subsystems are estimated to be µ
∧

=3 1.3360, σ
∧

=3 1.1165.

The d test was carried out to test the goodness-of-
fit test, and the results are shown in Table 10 (using a 
significant level α = 0.10 ).

All D Dn n,< α , the maintenance time distribution 
function of each level subsystems was shown in Table 
11.

Using MTTR tm t dt exp= ( ) = +










∞
∫0

2

2
µ

σ , the 

estimated values of MTTR  of each subsystem are ob-
tained, as shown in Table 12. 

Table 10. Test results

Hierarchical subsystem M t
x

x dxt( ) exp ln
= −

−
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2

1
2

2

0σ π
µ
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= −
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1
2
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2

2

σ π
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1
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1
2

1 4042
0 9488

2
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π
−
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1
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−
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1

0 5259 2
1
2

1 4609
0 5259

2

0 .
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x dxt

π
−
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∫
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π
−
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1
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1
2

1 336
1 1165
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π
−
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π
−
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Table 11. Subsystem maintenance time distribution function

Hierarchical subsystem M t
x
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Fig. 6. Failure rate curve of CNC machine tools

Table 12. MTTR point estimates for subsystems

Hierarchical subsystem MTTR（unit：h）

Fault source subsystem 6.387

Intermediate fault subsystem 4.618

Representation Subsystem 7.094
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3.4. Determination of average maintenance time of CNC 
machine tools

Based on the series relation and the subsystem comprehensive 1) 
failure rate function, the failure rate curve of CNC machine 
tools system as shown in Fig. 6.

Figure 6 shows that the minimum fault rate of this type of CNC 
machine tools is λmin=0.0123, corresponding to the fault time t =100 
h, and corresponding failure rate of the subsystems are as follows:

 
λ λF Ft( ) = ( ) =100 0.00255

 
λ λI It( ) = ( ) =100 0.00476

 
λ λR Rt( ) = ( ) =100 0.00499

The machine tools maintenance time is determined as follows:

MTTR
MTTR

MTTR MTTR

t
i i

i

F I R

=( ) =

=
( ) • + ( ) • +

∑
∑100

1 2    
100 100

λ
λ

λ λ λ 1100
100 100 100

= 5.993( ) •
( ) + ( ) + ( )

MTTR
h

F I Rλ λ λ
 

Therefore, the average maintenance time of CNC machine tools 
with the minimum failure rate is 5.99 h.

Experience has shown that the maintenance time data mostly 2) 
follow the lognormal distribution. The maintenance time in 
Table 8 is assumed to follow the lognormal distribution. Then, 
using the MLE method to estimate the parameters μ and σ2, 
and the probability density function of maintenance time is 
obtained. Finally, the test results show that the maintenance 
time follows a lognormal distribution. Therefore, the probabil-
ity density function and the average maintenance time for the 
whole machine can be obtained as:

f t exp lnt
ln ( ) = −

−



















1
1.01 2

1
2

1.36
1.01

2

π
MTTR tm t dt exp h= ( ) = +









 =

∞
∫0

2

2
6.42µ

σ

3.5. Comparative analysis

Using the minimum failure rate and considering the number of 
subsystem failures and the corresponding average maintenance time, 
the subsystem maintenance time is obtained as

 RT MTTR t ti i i min= × ( )×λ

where RTi is the maintenance time of each subsystem; i=1,2,3 is the 
fault source subsystem, the intermediate fault subsystem, and the rep-
resentation subsystem, respectively; and tmin=100h is the minimum 
failure rate occurrence time.

The results are shown in Table 13.

Table 13 shows:

            1) 
RT RT RT

RT MTTR t
R I F

i t min min

> >
= × ×





 =( )∑ 100 λ

where λmin=0.0123 is the minimum failure rate of time t =100. 
Formula (22) shows that the average maintenance time of the entire 
machine is equal to the sum of each subsystem repair time, which is in 
line with actual engineering practices; however, the traditional mod-
eling method is required to determine the failure rate and the number 
of occurrences. The average maintenance time is not equal to the total 
maintenance time of all subsystems, which is contrary to actual ap-
plications.

2) The failure rate of the representation subsystem is the highest 
and its maintenance time is the longest because of the long fault loca-
tion time. The fault source subsystem has the shortest maintenance 
time followed by the middle fault subsystem; the same applies for the 
total maintenance time. These results are consistent with the actual 
diagnosis and troubleshooting.

Therefore, the maintenance time requires a more reasonable de-
sign that considers the failure rate and fault frequency of the subsys-
tem.

4. Conclusion

(1) Considering the failure correlation, the DEMATEL-ISM (1) 
method was introduced. DEMATEL method was used to con-
struct the reachable matrix, and the ISM method is used to de-
compose the reachable matrix. The complexity of the system 
was transformed into a clear multi-level hierarchical structure 
model. Finally, the level of CNC machine tools in the subsys-
tem division were determined.
Using the time-dependent reliability model of each level as the (2) 
edge distribution, the copula function was used to establish the 
system joint reliability distribution function to determine the 
correlation coefficient of each subsystem.
The failure rate function model of each subsystem is estab-(3) 
lished based on the failure rate correlation. Moreover, the av-
erage maintenance time model of the CNC machine tools was 
established under the minimum failure rate of the system.
The average maintenance time of the whole system was deter-(4) 
mined while considering the number of failures and average 
maintenance time of each subsystem. Comparative analysis 
between the traditional maintenance modeling method and the 
average maintenance time showed that the latter equal to the 
sum of the maintenance time of each subsystem. This result 
is consistent with actual applications. The research also pro-
vides a basis for the subsystem maintenance time design, and 
has obtained a more reasonable design scheme for the average 
maintenance time of CNC machine tools.
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Table 13. Subsystem maintenance time 

Hierarchical subsystem RT(unit: h)

Fault source subsystem 1.627

Intermediate fault subsystem 2.198

Representation Subsystem 3.539
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