
Reports o

 

 
 

 
 
 
 
 
 
 
 

FO
 

 
1. Int
 
Measu
intende
compo
displac
basic p

 
on Geodesy an

OR THE 

Insti

Abstract
 
The articl
networks 
application
solving ta
regression
for them. 
signals an
In this pa
linearly se
model of 
points of 
engineerin
represente
task of tra
search of 
parameter
SVM meth
as correct
from conc
 
Keywords

roduction

rements o
ed to prov
nents. Thi

cement vec
product of 

nd Geoinforma

THE SVM
CLASSIF

Departme
itute of Bui

t 

le presents
called the 
ns for this 

asks of clas
n. However
The netwo

nd images a
aper, non-li
eparable an
displaceme

f the mea
ng object lo
ed a mining

aining SVM 
f an optimu
rs being op
hod makes 
tly as possi

centrations t

s: neural ne

n 

of displac
vide inform
is informa
ctors dete
geodetic d

atics vol. 98 /

M METH
FICATIO

Maria

ent of Land
ilding Engi

 the basic 
Support Ve
kind of ne

ssifying line
r, in recent 
orks also s
as well as sp
inear SVM 
nd non-sep

ents of poin
surement-c

ocated on e
g exploitatio
networks re

um point of 
timised. In 
it possible t

ible, and at 
typical of ea

etworks, cla

ements a
mation abo
tion is obt
rmined for
displacem

/2015; pages 1

18 

OD AS A
N OF VE

a Mrówczy
 

d and Envir
neering, U

Poland
 
 

rules for c
ector Mach

etwork. SVM
early and n
years mor

solve such 
peech ident
networks 

parable dat
nts in a me
control net
expansive s
ion area (lin
equires the 
f the Lagra
the case of
to find a hyp
the same t

ach class. 

assification,

and deform
out the b
tained by 
r selected 
ent measu

18-27

AN INSTR
ERTICAL 

yńska 

ronment En
University o

constructing
hine method
M networks
non-linearly
re applicatio
problems a

tification. 
have been
ta with a v

easurement-
work were

soil (linearly
nearly non-
use of quad
ngian funct
f linearly no

yperplane w
time is loca

vertical dis

mations o
ehaviour o
transform
points of 

urements, 

DOI: 1

RUMENT
DISPLA

ngineering
of Zielona G

g and train
d as well a
s are mainly
y separable
ons have b
as the reco

n used for 
view to form
-control net

e placed o
y separable 
-separable 
dratic progr
tion in relat

on-separable
hich classifi

ated possibl

placements

f enginee
of the wh
ations in 
the objec
which ma

10.2478/rgg-2

T 
ACEMENT

g 
Góra  

ning neural 
as possible 
ly used for 
e data and 
been found 
ognition of 

classifying 
mulating a 
twork. The 
on a civil 

e data) and 
data). The 
ramming in 
tion to the 
le data, the 
fies objects 
ly far away 

s. 

ering obje
hole objec
a discrete

ct. This se
akes it pos

2015-0002 

TS  

cts are 
ct or its 
e set of 
et is the 
ssible to 

Brought to you by | Politechnika Warszawska - Warsaw University of Technology
Authenticated

Download Date | 7/5/16 3:10 PM



Reports on Geodesy and Geoinformatics vol. 98 /2015; pages 18-27 DOI: 10.2478/rgg-2015-0002 

 

19 
 
 

determine displacement parameters for the object block, the approximation of the 
vector displacement area  and its geometrical interpretation. Methods of calculating 
displacements consist of several stages. The first of them consists in checking the 
correctness of the observation material and its correction if necessary, then a 
reference base is found and a reference system is defined where displace 
components of controlled points are calculated. The final stage is the assessment of 
the significance of the displacements (Prószyński, Kwaśniak 2006). In practice a 
number of methods are used for determining displacements e.g. the method of 
observation differences (the forward differencing method), the method of coordinate 
differences, the method of combined adjustment.  
 While calculating the results of displacement and deformation measurements, 
mathematical models are used, usually quite complex ones. These models can be 
used to describe: an object under research, a phenomenon, a control network with a 
model of the observation or reference system error. Among the models only 
concerning the process of determining displacements, it is possible to mention static 
and kinematic network models. These models make it possible to determine 
displacements for specific time intervals as well as the location for particular points of 
time. SVM classifiers can be regarded as integrated models that make it possible to 
connect the analysis of the observations and the analysis of the results with the 
physical interpretation of the behaviour of the monitored object (Prószyński, 
Kwaśniak, 2006). This approach enables determination of a model of vertical 
displacements and a zone on the object where the senses of displacements change.  
SVM (Support Vector Machine) classifiers, called the SVM technique, were invented 
by Vapnik (Vapnik, 1998) as a new approach to constructing and training networks. 
SVM networks belong to the group of unidirectional networks. They usually have a 
two-layer structure and can use different types of activation functions (Osowski, 2006; 
Zanni et al., 2006). 

In comparison with MLP (Multi-Layer Perceptron) neural networks, SVM networks 
do not have drawbacks typical of MLP networks, i.e. the possibility that the 
minimisation process is stopped at one of the many local minima, or an arbitrarily 
adopted initial network architecture which determines future generalisation abilities of 
the network.  
 In general, in the case of linearly separable data, SVM networks make it possible 
to find a separation hyperplane separating two classes (Fig. 1). In the case of linearly 
non-separable data, the SVM method makes it possible to find a hyperplane which 
correctly classifies objects, and at the same time is located possibly far away from 
concentrations typical of each class (Mrówczyńska, 2015). In the case of linearly 
non-separable data, by raising dimensionality and with the use of the SVM method, it 
is possible to find a curvilinear separation boundary with a maximum separation 
margin. The paper discusses the problem of using an SVM network for classifying 
linearly non-separable data, which is exemplified by vertical displacements observed 
in the Legnica-Głogów Copper Mining Area. The vertical displacements were 
determined on the basis of the results of levelling measurements carried out in the 
years 1967 – 2008. The article also presents the classification of vertical 
displacements registered in a structure located on expansive soil.  
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2. A non-linear SVM network in a classification task 
 
If we assume that a set of training pairs  ii d,x , pi ,,1 , is being classified, where 

ix  is the input vector and the assigned value id  is 1 or -1, then we will write the 

equation of the hyperplane separating both classes as: 
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where the N-dimensional weight vector  Nwww ,,, 21 w ,  Nxxx ,,, 21 x , the 

weight b  is polarization. The equation which makes it possible to decide which point 
is a member of a particular class has the form: 
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An optimum hyperplane   0 o
T
o bg xwx  is one for which there is a maximum 

separation margin (Fig. 1). The distance between the supporting vector svx  and the 

hyperplane is expressed by the formula (Bishop 2006, Osowski 2006): 
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and the separation margin between two classes k is 2k . 
 
 

 
Fig. 1. An optimum hyperplane with a maximum separation margin 
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 The support vectors are represented by the points that are the closest to the 
hyperplane. Because of their location, the support vectors are the most difficult to 
classify, but they determine the location of the hyperplane and the width of the 
separation margin.  
 In the case of linearly non-separable data, a common solution is to project the 
original data into a function space (a space of features), where the data become 
linearly separable with a probability close to 1. Usually, the dimension of the space of 
features K is much larger than the dimension of the space of the original N, the 
transformation of one space into the other is a non-linear transformation (Haykin, 
1994; Cover, 1965). The linearly non-separable data in the two dimensional space of 
the original were transformed into the space of features which was defined by means 
of Gaussian functions. After the transformation, the data become linearly separable 
and can be divided with one separation hyperplane. The location of the separation 
hyperplane is determined in the space of features, and in the space of the original we 
only see its representation.   
 As a result of the transformation, the equation (1) is replaced with the equation of 
the hyperplane in the space of features, written as: 
 

     



N

j
jj

T bwbg
1

00 xxwx  , (4)

  
where jw  is a weight leading from a neuron in the hidden layer to the output neuron 

whose signal is defined by the equation: 
  

    by T  xwx  . (5)

  
Fig. 2 shows the architecture of the SVM network to which the output signal 
expressed by the dependence (5) corresponds. Analysing the SVM structure, it is 
possible to notice that it is a structure analogous to that of networks with radial base 
functions (RBF). The difference between a non-linear SVM network and a radial 
network is that the functions  x  can assume any form (polynomial, radial 
sigmoidal).   
 
 

 
Fig. 2. The architecture of a non-linear SVM network 
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 Training a non-linear SVM network consists in choosing its weights in such a way 
as to determine for linearly non-separable data an optimum hyperplane which 
minimises the possibility of a classification error. At the same time, the condition of 
maximisation of the separation margin has to be satisfied. While classifying linearly 
non-separable data, it is necessary to define a non-negative collative variable   
whose task is to decrease the current width of the separation margin. A problem 
presented in this way is called the primal problem reduced to the minimisation of a 
function: 
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with the linear constraints: 
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where the parameter C is a certain constant, which is arbitrarily adopted by the user. 
It is worth emphasizing that the larger is the value of the parameter C, the narrower is 
the separation margin, and the smaller is the number of support vectors. In addition, 
when the value of the parameter C is small, the network almost works like a linear 
network. Hence the conclusion that the coefficient C works as a regulator between 
the width of the separation margin and the number of errors in the training set.  
 The primal (optimization) problem, when transformed to the dual problem, is a 
problem of square programming with linear constraints on weights, which is solved 
by means of Lagrangian multipliers through the minimisation of the Lagrangian 
function (Bishop, 2006; Gunn, 1998). 
 Solving the dual problem makes it possible to determine optimum Lagrangian 
multipliers which are the basis for determining optimum values of weights in the 
network according to the dependence: 
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The output signal of the non-linear SVM is finally expressed as: 
 

     



svP

i
iii

T bKdby
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,xxxwx  , (9)

   
 where svP  is the number of support vectors ix , which is equal to the number of 

nonzero Lagrangian multipliers. 
 The function  jiK xx , , in the formulation (9), is called a kernel function. This is a 

symmetrical function, which is the scalar product of the vector function  x . The 

function  jiK xx ,  can be characterized by different forms of kernels: linear, 

polynomial, radial and sigmoidal (Mrówczyńska, 2015). 
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3. Numerical example  
 
In order to use SVM classifiers, two sets of input data were made. They consisted of 
vertical displacements of controlled points situated on a building located on 
expansive soil (linearly separable data) and vertical displacements of points of a 
measurement-control network situated in the Legnica-Głogów Copper Mining Area 
(linearly non-separable data). The output data consist of information about the 
membership of points of the measurement-control network in one of the two classes.  
 In the case of the building located on expansive soil, it is necessary to take into 
account the fact that it is mainly exposed to vertical forces. In this case, the problem 
of geodesic measurements is focused on the research of foundation settlement. The 
object under research is represented by 11 controlled points stabilized on the walls of 
a building at the height of about 0.50 m from ground level. The layout of the points 
resulted from geological and engineering reasons. Each periodical measurement 
provided information about changes in the condition of the object in the form of 22 
observations. During the observations the structure of the measurement-control 
network was the same. The acceptable error of measurement accuracy for relative 
displacements was not greater than 0.3 mm.  
 Using the notion of own reference system, a displacement model for the controlled 
points was formulated, which was the basis for a bivalent decision about the linear 
separability of two classes of points with different senses of displacements 
(Mrówczyńska, 2014b). As a result of the use of the SVM method, three support 
vectors were determined, created at points No. 3,7,8, for which the Lagrangian 
coefficients were different from zero, and the classifier formed a separation margin of 
about 2 m (Fig. 3). 

 

 
Fig. 3. The classification of points in the measurement-control network with the SVM method. 

 
 In order to compare the results obtained with the SVM method, a geometric 
displacement model of was created with the classic method, using an algorithm for 
the minimisation of absolute deviations and a criterion for a critical value of the 
increment of the square of the norm of the vector of corrections to the observations 
(Gil, 1995; Kuligowski, 1986)). A graphical interpretation of the displacement values 
that were determined is presented in Fig. 4. 
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Fig. 4. A geometric displacement model 

 
 When the results obtained with the SVM method (Fig. 3) are compared with those 
obtained with the classic method (Fig. 4), it is possible to notice agreement between 
the identification of points whose displacements are directed “up” and those whose 
displacements are directed “down”.  
 In the case of linearly non-separable data, the results of vertical displacement 
measurements carried out in the Legnica-Głogów Copper Mining Area were used. 
The Legnica-Głogów Copper Mining Area is located in the southern part of the Fore-
Sudetic Monocline, where effects of mining exploitation can be felt. Detailed 
information on the geological structure of this area can be found in the work 
(Markiewicz, 2003).  
 The vertical displacements of the controlled points located in the Legnica-Głogów 
Copper Mining Area were determined through the analysis of the results of three 
measurement campaigns carried out in the years 1967 – 2008. In that area of 75000 
ha, the measurement-control network adopted for the purpose of this paper had 218 
points connected with one another with 302 observations (Fig. 5). 

 

 
Fig. 5. A scheme of the measurement-control network  
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 By means of the displacement model that was created (Mrówczyńska, 2014a), the 
membership of the controlled points in one of the two classes was determined, 
depending on the senses of the displacements. When information about the 
membership of the points in one of the two classes is available, the problem of the 
classifier boils down to finding a curvilinear separation boundary separating the two 
classes with a minimum error and a maximum separation margin. For this purpose a 
non-linear SVM network was used, where radial functions were used as kernel 
functions, and the parameter was assumed to be C=1000. As a result of the 
calculations, a curvilinear separation boundary based on 25 support vectors was 
determined (Fig. 6). The width of the separation margin ranges from 600 m to 1700 
m.  
 

 
Fig. 6. A curvilinear separation boundary between points  

with different senses of displacements 
 
 The course of action presented in the paper is complemented with a geometric 
displacement model in the form of isolines, where the direction of the line of the 
greatest fall is marked, as well as the line of the curvilinear separation boundary (Fig. 
7). The displacement values in Figure 7 are in millimetres.  

 
 

 

Fig. 7.  A geometric displacement model obtained in the years 1967 – 2008 
 
 

X
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4. Conclusions 
  
The non-linear SVM network presented in the paper was used for classifying linearly 
separable and non-separable data. These networks, like other networks trained 
under supervision (for example MLP networks), play the role of the universal 
approximator of training data. Their advantage is good generalization, which results 
from small sensitivity to the amount of training data. This is particularly important for 
solving problems in situations where the amount of data is limited (like in the case of 
measuring displacements and deformations). 
 The approach presented in the paper makes it possible to determine an optimum 
hyperplane in the space of features, which separates the points of the measurement 
control geodesic network into two classes. This can be the basis for making a 
decision about locating civil engineering objects in mining exploitation areas. The 
results that were obtained can also be helpful in making a decision about the place 
and method of possible protective work on civil engineering objects (e.g. determining 
the places where the foundations should be strengthened, the places and height at 
which clamps should be installed) where uneven settlement is detected. In the case 
of non-separable data the most important problem to solve is determination of the 
parameter C and the kind of the kernel function. In the classification of displacements 
in the Legnica-Głogów Copper Mining Area, the best results were obtained when a 
radial function was adopted as the kernel function and the parameter C=1000. 
 It is worth emphasizing that the results of the SVM classification agree with the 
results obtained with the traditional geodesic method of determining vertical 
displacements, and the line of the separation boundary is similar to the isolines of 
zero displacements.  
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