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Abstract 

There are presented the methods of identification of the climate-weather change process. These are the methods 

and procedures for estimating the unknown basic parameters of the climate-weather change process semi-

Markov model and identifying the distributions of the climate-weather change process conditional sojourn times 

at the climate-weather states.  

1. Introduction 

There are presented the methods of identification of 

the climate-weather change process. These are the 

methods and procedures for estimating the unknown 

basic parameters of the climate-weather change 

process semi-Markov model and identifying the 

distributions of the climate-weather change process 

conditional sojourn times at the climate-weather 

states. There are given the formulae estimating the 

probabilities of the climate-weather change process 

staying at the particular climate-weather states at the 

initial moment, the probabilities of the climate-

weather change transitions between the climate-

weather states and the parameters of the distributions 

suitable and typical for the description of the climate-

weather change process conditional sojourn times at 

the particular climate-weather states. Namely, the 

parameters of the uniform distribution, the triangular 

distribution, the double trapezium distribution, the 

quasi-trapezium distribution, the exponential 

distribution, the Weibull distribution, the chimney 

distribution and the Gamma distribution are 

estimated using the statistical methods such as the 

method of moments and the maximum likelihood 

method. The chi-square goodness-of-fit test is 

described and proposed to be applied to verify the 

hypotheses about these distributions choice validity. 

The general model of the climate-weather change 

processes is proposed in the project report [EU-

CIRCLE Report D2.1-GMU3, 2016]. The safety 

models of various multistate complex technical 

systems are considered in Task 3.3 [EU-CIRCLE 

Reports D3.3-GMU1, 2016]. Consequently, the 

general joint models linking these system safety 

models with the model of their climate-weather 

change processes, allowing us for the safety analysis 

of the complex technical systems at the variable 

climate-weather conditions, will be constructed in 

Task 3.4 [EU-CIRCLE Report D3.3-GMU12, 2016]. 

To be able to apply these general models practically 

in the evaluation and prediction of the reliability and 

safety of real complex technical systems it is 

necessary to have the statistical methods concerned 

with determining the unknown parameters of the 

proposed models [Barbu, Limnios, 2006], [Collet, 

1996], [Hryniewicz, 1995], [Kolowrocki, Soszynska, 

2009a], [Kolowrocki, Soszynska, 2009b], 

[Kolowrocki, Soszynska J, 2009d], [Kolowrocki, 

Soszynska J, 2009e], [Kolowrocki, Soszynska, 

2010b], [Soszyńska et al., 2010]. Particularly, 

concerning the climate-weather change process, the 

probabilities of the climate-weather change process 

staying at the particular climate-weather states at the 

initial moment, the probabilities of the climate-

weather change process transitions between the 
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climate-weather states and the distributions of the 

conditional sojourn times of the climate-weather 

change process at the particular climate-weather 

states should be identified [Kolowrocki, 2014], 

[Kolowrocki, Soszynska, 2009c], [Kołowrocki, 

Soszyńska, 2009f], [Kolowrocki, Soszynska, 2010a], 

[Kolowrocki, Soszynska-Budny, 2011]. It is also 

necessary to have the methods of testing the 

hypotheses concerned with the climate-weather 

change process conditional sojourn times at the 

climate-weather states [Kołowrocki, 2014], 

[Kołowrocki, Soszyńska, 2009d], [Kolowrocki, 

Soszynska, 2010b].  

 

2. Identification of climate-weather change 

process 
 

We assume, as in [EU-CIRCLE Report D2.1-GMU3, 

2016], that the climate-weather change process for 

the critical infrastructure operating area is taking w, 

w  N, different climate-weather states c1, c2, ..., cw. 

Next, we mark by C(t), ,,0 t  the climate-

weather change process, that is a function of a 

continuous variable t, taking discrete values in the set 

{c1, c2, ..., cw} of the climate-weather states. We 

assume a semi-Markov model [Kołowrocki, 2014], 

[Kołowrocki, Soszyńska, 2008], [Kołowrocki, 

Soszyńska-Budny, 2011], [Limnios, Oprisan, 2005], 

[Limnios et al., 2005], [Macci, 2008], [Mercier, 

2008], of the climate-weather change process C(t) 

and we mark by Cbl its random conditional sojourn 

times at the climate-weather states bc , when its next 

climate-weather state is ,lc  b,l = 1,2,…,w, b  l. 

     Under these assumption, the climate-weather 

change process may be described by the vector 

wbq x1)]0([  of probabilities of the climate-weather 

change process staying at the particular climate-

weather states at the initial moment ,0t  the matrix 

wwbl tq x)]([  of the probabilities of the climate-weather 

change process transitions between the climate-

weather states and the matrix wwbl tC x)]([  of the 

distribution functions of the conditional sojourn 

times blC  of the climate-weather change process at 

the climate-weather states or equivalently by the 

matrix wwbl tc x)]([  of the density functions of the 

conditional sojourn times Cbl, b,l = 1,2,…,w,
 
b  l, of 

the climate-weather change process at the climate-

weather states. These all parameters of the climate-

weather change process are unknown and before 

their use to the prognosis of this process 

characteristics have to be estimated on the basis of 

statistical data coming from practice.  

2.1. Defining unknown parameters of climate-

weather change process and data collection 
 

To make the estimation of the unknown parameters 

of the climate-weather change process, the 

experiment delivering the necessary statistical data 

should be precisely planned.  

    First, before the experiment, we should perform 

the following preliminary steps: 

i) to analyze the climate-weather change process; 

ii) to fix or to define the climate-weather change 

process following general parameters: 

- the number of the climate-weather states of 

the climate-weather change process w, 

- the climate-weather states of the climate-

weather change process 1c , 2c , …, wc ; 

iii)  to fix the possible transitions between the 

climate-weather states; 

iv)  to fix the set of the unknown parameters of the 

climate-weather change process semi-Markov 

model. 

 

    Next, to estimate the unknown parameters of the 

climate-weather change process, based on the 

experiment, we should collect necessary statistical 

data performing the following steps: 

i) to fix and to collect the following statistical data 

necessary to evaluate the probabilities )0(
b
q  of the 

climate-weather change process staying at the 

climate-weather states at the initial moment t = 0:  

- the duration time of the experiment ,  

- the number of the investigated (observed) 

realizations of the climate-weather change process 

)0(n , 

- the vector of the realizations ),0(
b
q  ,,...,2,1 wb   

of the numbers of staying of the climate-weather 

change process respectively at the climate-weather 

states 1c , 2c , …, wc , at the initial moments 0t  of 

all )0(n  observed realizations of the climate-weather 

change process  

 

   )]0(),...,0(),0([)]0([
21 wb

nnnn  , 

 

where  

 

   )0(
1
n  = )0(

2
n = )0(

w
n  = )0(n ; 

 

ii) to fix and to collect the following statistical data 

necessary to evaluate the probabilities 
bl
q  of the 

climate-weather change process transitions between 

the climate-weather states:  
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- the matrix of the realizations of the numbers bln , b, 

l = 1,2,...,w, b  l, of the transitions of the climate-

weather change process from the climate-weather 

state bc  into the climate-weather state lc  at all 

observed realizations of the climate-weather change 

process 

 

   ][
bl
n





















wwww

w

w

nnn

nnn

nnn

...

...

...

...

21

22221

11211

, 

 

where  

 

   0
bb
n , for b = 1,2,...,w,  

 

- the vector of the realizations of the numbers bn , b 

= 1,2,...,w, of departures of the climate-weather 

change process from the climate-weather states cb 

(the sums of the numbers of the b-th rows of the 

matrix ][ bln ) 

 

   ],,...,,[][
21 wb

nnnn   

 

where  

 

   
w
nnnn

112111
... , 

   
w

nnnn
222212

... , 

   …. 

   
wwwww
nnnn  ...

21
; 

 

iii) to fix and to collect the following statistical data 

necessary to evaluate the unknown parameters of the 

distributions )(tC
bl

 of the conditional sojourn times 

bl
C  of the climate-weather change process at the 

particular climate-weather states: 

- the numbers 
bl
n , b, l = 1,2,...,w, lb  , of 

realizations of the conditional sojourn times ,blC  b, l 

= 1,2,...,w, b  l, of the climate-weather change 

process at the climate-weather state bc  when the 

next transition is to the climate-weather state lc  

during the observation time ,  

- the realizations ,k
bl
C  k = 1,2,…, ,bln  of the 

conditional sojourn times Cbl of the climate-weather 

change process at the climate-weather state bc  when 

the next transition is to the climate-weather state lc  

during the observation time   for each b, l = 

1,2,...,w, b  l. 

 

2.2. Estimating basic parameters of climate-

weather change process 
 

After collecting the statistical data, it is possible to 

estimate the unknown parameters of the climate-

weather change process performing the following 

steps: 

i) to determine the vector 

 

   )]0(.,..),0(),0([)]0([
21 w

qqqq  ,              (1)                                                                                                                

  

 

of the realizations of the probabilities )0(bq , b = 

1,2,...,w, of the climate-weather change process 

staying at the climate-weather states at the initial 

moment t = 0, according to the formula 

 

   
)0(

)0(
)0(

n

n
q b

b
  for b = 1,2,...,w,                           (2)                                                                                                          

  

where 

 

   


w

b
b
nn

1

),0()0(                                        (3)                                                                                                                

  

 

is the number of the realizations of the climate-

weather change process starting at the initial moment 

t = 0;  

ii) to determine the matrix 

 

   ,

...

...

...

...
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
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of the realizations of the probabilities qbl, b, l = 

1,2,...,w, of the climate-weather change process 

transitions from the climate-weather state cb to the 

climate-weather state cl according to the formula 

 

   
b

bl

bl
n

n
q  , for b, l = 1,2,...,w, b  l,   bb

q  = 0,      (5) 

for ,,...,2,1 wb                                                                               

 

where 

 

   


w

lb
blb
nn , b = 1,2,...,w,                                      (6) 
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is the realization of the total number of the climate-

weather change process departures from the climate-

weather state bc , b = 1,2,...,w, during the experiment 

time .  

 

2.3. Estimating parameters of distributions of 

climate-weather change process conditional 

sojourn times at climate-weather states 
 

Prior to estimating the parameters of the distributions 

of the climate-weather change process conditional 

sojourn times at the particular climate-weather states, 

we have to determine the following empirical 

characteristics of the realizations of the conditional 

sojourn time of the climate-weather change process 

at the particular climate-weather states:  

- the realizations of the empirical mean values blC  of 

the conditional sojourn times Cbl of the climate-

weather change process at the climate-weather state 

cb, b = 1,2,...,w, when the next transition is to the 

climate-weather state cl, l = 1,2,...,w, according to the 

formula 

 

   ,
1

1




bln

k

k
bl

bl
bl C

n
C

 
b, l = 1,2,...,w, b  l,                 (7) 

                                                                                                                

- the number blr  of the disjoint intervals 

),, j

bl

j

blj
baI   blrj ,...,2,1 , that include the 

realizations 
k

bl
C , ,,...,2,1

bl
nk   of the conditional 

sojourn times Cbl at the climate-weather state cb 

when the next transition is to the climate-weather 

state cl, according to the formula  

 

   
blbl
nr  , 

 

- the length dbl of the intervals ),, j

bl

j

blj
baI  , 

bl
rj ,...,2,1 , according to the formula  

 

   
1


bl

bl

bl
r

R
d , 

 

where  

 

   ,minmax
11

k

bl
blnk

k

bl
blnk

bl
R 


  

 

- the ends ,j
bl
a  ,j

bl
b  of the intervals ),, j

bl

j

blj
baI   

bl
rj ,...,2,1 , according to the formulae 

 

   },0,
2

minmax{
1

1 blk

bl
blnk
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d
a 


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   ,1

blbl

j
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bl
rj ,...,2,1 , 
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j
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ba
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in such a way that  

 

   ),... 1

21
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baIII   

 

and 

 

   
ji
II  for all ,ji   },,...,2,1{,

bl
rji   

 

- the numbers 
j

bl
n  of the realizations 

k

bl
C  in the 

intervals ),, j

bl

j

blj
baI   

bl
rj ,...,2,1 , according to 

the formula  

 

   }},,...,2,1{,:{#
blj

k

bl

j

bl
nkICkn   

bl
rj ,...,2,1 , 

 

where  

 

   ,
1

 


blr

j
bl

j

bl
nn  

 

whereas the symbol # means the number of elements 

of the set. 

To estimate the parameters of the distributions of the 

conditional sojourn times of the climate-weather 

change process at the particular climate-weather 

states distinguished in [EU-CIRCLE Report D2.1-

GMU3, 2016] we proceed respectively in the 

following way:  

- for the uniform distribution with the density 

function given by (4.5) [EU-CIRCLE Report D2.1-

GMU3, 2016], the estimates of the unknown 

parameters are: 

 

   
1

blbl
ax  ;

blblblbl
drxy                 (8)                                                                                                                          

  

 

- for the triangular distribution with the density 

function given by (4.6) [EU-CIRCLE Report D2.1-

GMU3, 2016] the estimates of the unknown 

parameters are: 

 

   
1

blbl
ax  , blblblbl

drxy  , ;
blbl
Cz                 (9)                                                                                                         
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- for the double trapezium distribution with the 

density function given by (4.7) [EU-CIRCLE Report 

D2.1-GMU3, 2016], the estimates of the unknown 

parameters are:  

 

   
1

blbl
ax  , 

blblblbl
drxy  , ,

1

blbl

bl

bl
dn

n
q        

  ,
blbl

blr

bl

bl
dn

n
w  ;

blbl
Cz                                       (10)                          

  

- for the quasi-trapezium distribution with the density 

function given by (4.8) [EU-CIRCLE Report D2.1-

GMU3, 2016], the estimates of the unknown 

parameters are: 
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and ][x  denotes the entire part of x; 

- for the exponential distribution with the density 

function given by (4.9) [EU-CIRCLE Report D2.1-

GMU3, 2016], the estimates of the unknown 

parameters are:  

 

   
1
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1
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                                 (13)                                                                                                         

  

- for the Weibull distribution with the density 

function given by (4.10) [EU-CIRCLE Report D2.1-

GMU3, 2016] the estimates of the unknown 

parameters are (the expressions for estimates of 

parameters bl  and bl  are not explicit): 

 

   
1

blbl
ax  , 







bl
n

k

blk

bl

bl

bl

C

n

1

)(


 ,    

   

)ln()(

)ln(

1

1

bl

k

bl

bln

k

blk

bl

bln

k
bl

k

bl

bl

bl

bl

xCC

xC
n



 










 ;                          (14)                                                                      

  

- for the chimney distribution with the density 

function given by (4.11) [EU-CIRCLE Report D2.1-

GMU3, 2016], the estimates of the unknown 

parameters are:  
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and moreover, if  
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and i, },,...,2,1{ blri  is the number of the interval 

including the largest number of realizations i.e. such 

as that  
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then: 

 

 for i = 1 

 

either  

 

   ,)1(1

blblbl
dixz   ,2

blblbl
idxz   ,0

bl
A     

   ,
bl

i

bl

bl
n

n
K  ,

...1

bl

blr

bl

i

bl

bl
n

nn
D






                (18)                

  

while 

 

   01 i

bl
n  or 01 i

bl
n  and ,3

1


i

bl

i

bl

n

n
                      

(19) 

                                                                                                                

or 

 

   ,)1(1

blblbl
dixz   ,)1(2

blblbl
dixz 

  

   
,0

bl
A                                                          (20)                             

  

   ,
1

bl

i

bl

i

bl

bl
n

nn
K


 ,

...2

bl

blr

bl

i

bl

bl
n

nn
D






        (21)                                                                                                      

  

 

while 
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- for the Gamma distribution with the density 

function given by (4.12) [EU-CIRCLE Report D2.1-

GMU3, 2016] the estimates of the unknown 

parameters are given as follows 
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where 2* )(
bl
S  is the variance of the conditional 

sojourn times Cbl, given by 
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2.4. Identification of distribution functions of 

climate-weather change process conditional 

sojourn times at climate-weather states 

                                                           
To formulate and next to verify the non-parametric 

hypothesis concerning the form of the distribution of 

the climate-weather change process conditional 

sojourn time Cbl at the climate-weather state cb when 

the next transition is to the climate-weather state cl, 

on the basis of at least 30 its realizations ,k
blC  

k = 1,2,…,nbl, it is due to proceed according to the 

following scheme: 

- to construct and to plot the realization of the 

histogram of the climate-weather change process 

conditional sojourn time Cbl at the climate-weather 

state cb, defined by the following formula 
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Figure 1. The graph of the realization of the histogram of the climate-weather change process  

conditional sojourn time Cbl at the climate-weather state cb 

 

- to analyze the realization of the histogram )(th
bln

, 

comparing it with the graphs of the density functions 

)(tcbl  of the previously distinguished in [EU-

CIRCLE Report D2.1-GMU3, 2016] distributions, to 

select one of them and to formulate the null 

hypothesis H0, concerning the unknown form of the 
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distribution of the conditional sojourn time Cbl in the 

following form:  

H0: The climate-weather change process conditional 

sojourn time Cbl at the climate-weather state cb when 

the next transition is to the climate-weather state cl, 

has the distribution with the density function cbl(t) 

 

- to join each of the intervals Ij that has the number 
j

bl
n  of realizations less than 4 either with the 

neighbour interval 1jI  or with the neighbour interval 

1jI  this way that the numbers of realizations in all 

intervals are not less than 4; 

- to fix a new number of intervals blr ; 

- to determine new intervals  

 

     
 

- to fix the numbers 
j

bl
n  of realizations in new 

intervals ,jI  ;,..,2,1
bl
rj   

- to calculate the hypothetical probabilities that the 

variable blC  takes values from the interval ,jI  under 

the assumption that the hypothesis H0 is true, i.e. the     
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where )( j

blbl
bC  and )( j

blbl
aC  are the values of the 

distribution function )(tC
bl

 of the random variable 

bl
C  corresponding to the density function )(tc

bl
 

assumed in the null hypothesis H0; 

- to calculate the realization of the 2 (chi-square)-

Pearson’s statistics blnU , according to the formula  
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- to assume the significance level  ( = 0.01,  

=0.02,  = 0.05 or  = 0.10) of the test; 

- to fix the number 1 lr
bl

 of degrees of freedom, 

substituting for I for the distinguished in Task 2.1 

[EU-CIRCLE Report D2.1-GMU3, 2016] 

distributions respectively the following values: l = 0, 

for the uniform, triangular, double trapezium, quasi-

trapezium and chimney distributions, l = 1, for the 

exponential distribution and l = 2, for the Weibull 

distribution and Gamma distribution; 

- to read from the Tables of the 2 Pearson’s 

distribution the value u for the fixed values of the 

significance level  and the number of degrees of 

freedom 1 lr
bl

 such that the following equality 

holds 
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and next to determine the critical domain in the form 

of the interval ),( u  and the acceptance domain 

in the form of the interval  u,0 , 

 

 

 
 

Figure 8.2. The graphical interpretation of the critical interval and the acceptance interval  

for the chi-square goodness-of-fit test 

 

 

- to compare the obtained value 
bln

u of the realization 

of the statistics 
bln

U  with the read from the Tables 

critical value u  of the chi-square random variable 

and to decide on the previously formulated null 

hypothesis 0H  in the following way: if the value 

bln
u  does not belong these to the critical domain, i.e. 

when ,uu
bln
 then we do not reject the hypothesis 

0
H , otherwise if the value 
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u  belongs to the 
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critical domain, i.e. when ,uu
bln
  then we reject 

the hypothesis .
0

H  

 

2.5. Testing uniformity of statistical data of 

climate-weather change process 
 

The statistical data that are needed in Section 8.2.4 

for estimating the unknown parameters of the 

climate-weather change process very often are 

coming from different experiments of the same 

climate-weather change process and they are 

collected into separate data sets. Before joining them 

into one set of data in order to do the unknown 

parameters evaluation with the methods and 

procedures described in Section 2.4, we have to 

make the uniformity testing these statistical data sets.  

 

2.5.1. Procedure of critical infrastructure 

climate-weather change process data collection 
 

To make the uniformity testing of the statistical data 

collected in two separate data sets coming from the 

same climate-weather change process realizations in 

two different experiments, we should collect 

necessary statistical data performing the following 

steps: 

i) to fix two independent experiments of the climate-

weather change process data collection and their 

following basic parameters:  

- the duration times of the experiments 1 , 2 , 

- the climate-weather change processes single 

realizations, 

- the numbers of the investigated (observed) 

realizations of the climate-weather change process 

)0(
1
n , )0(

2
n ; 

ii) to fix and to collect the following statistical data 

concerned with the empirical distributions of the 

conditional sojourn times 
1

bl
C  and 

2

bl
C , 

},,...,2,1{, wlb   ,lb   of the climate-weather 

change process at the particular climate-weather 

states, respectively in the first experiment and in the 

second experiment: 

- the number of realizations  

   1

bl
n , },,...,2,1{, wlb  ,lb   

 

of the sojourn time 
1

bl
C , },,...,2,1{, wlb   in the first 

experiment, 

- the sample of non-decreasing ordered realizations  

 

   ,1k

bl
C  ,,...,2,1 1

bl
nk   ,lb                                    (51) 

                                                                                                                                    

 of the sojourn time 
1

bl
C , },,...,2,1{, wlb   in the first experiment, 

- the number of realizations  

 

   2

bl
n , },,...,2,1{, wlb  ,lb   

 

of the sojourn time 2

bl
C , },,...,2,1{, wlb   in the 

second experiment, 

- the sample of non-decreasing ordered realizations  
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bl
C  ,,...,2,1 2

bl
nk   ,lb                                    

(52) 

                                                                                                                                  

 of the sojourn time 2

bl
C , },,...,2,1{, wlb   in the second experiment. 

 

2.5.2. Procedure of testing uniformity of distributions 

of climate-weather change process conditional 

sojourn times at climate-weather states 
 

We consider test   based on Kolmogorov-Smirnov 

theorem [Kolowrocki, Soszynska, 2010c] that can be 

used for testing whether two independent samples of 

realizations of the conditional sojourn time blC , 

},,...,2,1{, wlb   ,lb  at the particular climate-

weather states of the climate-weather change process 

are drawn from the population with the same 

distribution. 

We assume that we have defined in previous section 

two independent samples of non-decreasing ordered 

realizations (51) and (52) of the sojourn times 1
blC  

and 2
blC , },,...,2,1{, wlb   ,lb   coming from two 

different experiments, respectively composed of 1
bln  

and 2
bln  realizations and we define their 

corresponding empirical distribution functions 
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Then, according to Kolmogorov-Smirnov theorem 

[Kolowrocki, Soszynska-Budny, 2011], the sequence 

of distribution functions given by the equation 
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defined for ,0  where 
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is convergent, as ,n  to the limit distribution 

function  
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The distribution function )(Q  given by (58) is 

called   distribution and its Tables of values are 

available.  

The convergence of the sequence )(21 nnQ  to the   

distribution )(Q  means that for sufficiently large 

1n  and 2n  we may use the following approximate 

formula  
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Hence, it follows that if we define the statistic   
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where 21nnD  is defined by (57), then by (55) and (59), 

we have  
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This result means that in order to formulate and next 

to verify the hypothesis that the two independent 

samples of the realizations of the climate-weather 

change process conditional sojourn times 1
blC  and 

2
blC , },,...,2,1{, wlb   ,lb   at the climate-weather 

state bc  when the next transition is to the climate-

weather state lc  are coming from the population with 

the same distribution, it is necessary to proceed 

according to the following scheme: 

- to fix the numbers of realizations 1

bl
n  and 2

bl
n  in the 

samples, 

- to collect the realizations (51) and (52) of the 

conditional sojourn times 1

bl
C  and 2

bl
C  of the climate-

weather change process in the samples,  

- to find the realization of the empirical distribution 

functions )(1 tC
bl

 and )(2 tC
bl

 defined by (53) and (54) 

respectively, in the following forms: 

- to find the realization of the empirical distribution 

functions )(1 tC
bl

 and )(2 tC
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 defined by (53) and (54) 

respectively, in the following forms: 
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- to calculate the realization of the statistic nu  

defined by (60) according to the formula 
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- to formulate the null hypothesis 0H in the following 

form:  

:0H  The samples of realizations (51) and (52) are 

coming from the populations with the same 

distributions, 

- to fix the significance level   ( ,01.0  ,02.0  

05.0  or )10.0  of the test,  

- to read from the Tables of   distribution, 

corresponding to ,1   the value 
0

  such that the 

following equality holds 
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- to determine the critical domain in the form of the 

interval ),(
0
  and the acceptance domain in the 

form of the interval ,,0(
0
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Figure 3. The graphical interpretation of the critical domain 

 and the acceptance domain for the two-sample Smirnov-Kolmogorov test 

 

- to compare the obtained value nu  of the realization 

of the statistics nU  with the read from the Tables 

critical value 0 , 

- to decide on the previously formulated null 

hypothesis 
0

H  in the following way:  

if the value nu  does not belong to the critical 

domain, i.e. when 
0


n
u  then we do not reject the 

hypothesis 0H , otherwise if the value nu  belongs to 

the critical domain, i.e. when ,
0


n
u  then we reject 

the hypothesis 0H . 

      In the case when the null hypothesis 0H  is not 

rejected we may join the statistical data from the 

considered two separate sets into one new set of data 

and if there are no other sets of statistical data 

including the realizations of the sojourn time blC , we 

proceed with the data of this new set in the way 

described in Sections 8.2.1-8.2.4. Otherwise, if there 

are other sets of statistical data including the 

realizations of the sojourn time blC , we select the 

next one of them and perform the procedure of this 

section for data from this set and data from the 

previously formed new set. We continue this 

procedure up to the moment when the store of the 

statistical data sets including the realizations of the 

sojourn time blC , is exhausted. 

 

3. Procedures of climate-weather change 

process identification in case study 2 
 

3.1. Methodology of defining the unknown 

parameters of climate-weather change 

process of the critical infrastructure  
 

To make the estimation of the unknown parameters 

of the climate-weather change process, the 

experiment delivering the necessary statistical data 

should be precisely planned. To model the climate-

weather change process for the critical infrastructure 

we should perform the following preliminary steps: 

i) to analyze the climate-weather change 

process; 

ii) to fix or to define the climate-weather change 

process following general parameters: 

- the number of the climate-weather states of 

the climate-weather change process w, 

- the climate-weather states of the climate-

weather change process 1c , 2c , …, wc ; 
iii)  to fix the possible transitions between the 

climate-weather states; 

iv)  to fix the set of the unknown parameters of the 

climate-weather change process semi-Markov 

model. 

 

3.2. Procedure of the climate-weather change 

process of critical infrastructure statistical 

data collection 
 

To estimate the unknown parameters of the climate-

weather change process, during the experiment, we 

should collect necessary statistical data performing 

the following steps: 

 

i) to fix and to collect the following statistical data 

necessary to evaluate the probabilities of the initial 

states of the climate-weather change process 

- the duration time of the experiment ,  

- the number of the investigated (observed) 

realizations of the climate-weather change process 

n(0), 

- the numbers of staying of the climate-weather 

change process at the climate-weather states 1c , 2c

,…, wc , at the initial moment t = 0 of all n(0) 

observed realizations of the climate-weather change 

process 
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- the vector of the realizations of the numbers of 

staying of the climate-weather change process at the 

climate-weather states at the initial moment 
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ii) to fix and to collect the following statistical data 

necessary to evaluate the probabilities of the climate-

weather change process transitions between the 

climate-weather states:  

- the numbers 
bl
n , b, l = 1,2,...,w, b  l, of the 

transitions of the climate-weather change process 

from the climate-weather state bc  into the climate-

weather state lc  at all observed realizations of the 

climate-weather change process 

 

   n11 = 0, n12, n13, ..., n1w, 

   n21, n22 = 0, n23, ..., n2w, 

   ... 
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climate-weather change process from the climate-

weather states cb (the sums of the numbers of the b-th 

rows of the matrix ][
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- the vector of the realizations of the numbers of 

departures of the climate-weather change process 

from the climate-weather states 
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iii) to fix and to collect the following statistical data 

necessary to evaluate the unknown parameters of the 

distributions of the conditional sojourn times of the 

climate-weather change process at the particular 

climate-weather states: 

- the numbers 
bl
n , b, l = 1,2,...,w, lb  , of 

realizations of the conditional sojourn times ,blC  b, l 

= 1,2,...,w, b  l, of the climate-weather change 

process at the climate-weather state bc  when the 

next transition is to the climate-weather state lc  

during the observation time ,  

- the realizations ,k
bl
C  k = 1,2,…, ,bln  of the 

conditional sojourn times Cbl of the climate-weather 

change process at the climate-weather state bc  when 

the next transition is to the climate-weather state lc  

during the observation time   for each b, l = 

1,2,...,w, b  l. 

 

3.3. Procedure of estimating the basic 

parameters of the climate-weather change 

process of critical infrastructure 
 

After collecting the statistical data, it is possible to 

estimate the unknown parameters of the climate-

weather change process performing the following 

steps: 

i) to determine the vector 
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of the realizations of the probabilities )0(bq , b = 

1,2,...,w, of the climate-weather change process 

staying at the climate-weather states at the initial 

moment t = 0, according to the formula 
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is the number of the realizations of the climate-

weather change process starting at the initial moment 

t = 0;  

ii) to determine the matrix 
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of the realizations of the probabilities qbl, b, l = 

1,2,...,w, of the climate-weather change process 

transitions from the climate-weather state cb to the 

climate-weather state cl according to the formula 

 

   
b

bl

bl
n

n
q  , for b, l = 1,2,...,w, b  l,                    (78) 

 
bb
q  = 0, for ,,...,2,1 wb                                                                               

 

where 
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is the realization of the total number of the climate-

weather change process departures from the climate-

weather state bc , b = 1,2,...,w, during the experiment 

time .  

 

3.4. Procedure of estimating the parameters 

of distributions of the climate-weather change 

process conditional sojourn times at climate-

weather states for critical infrastructure 

 
Prior to estimating the parameters of the distributions 

of the climate-weather change process conditional 

sojourn times at the particular climate-weather states, 

we have to perform the following steps: 

i) to determine the following empirical 

characteristics of the realizations of the conditional 

sojourn time of the climate-weather change process 

at the particular climate-weather states:  

- the realizations of the empirical mean values blC  of 

the conditional sojourn times Cbl of the climate-

weather change process at the climate-weather state 

cb, b = 1,2,...,w, when the next transition is to the 

climate-weather state cl, l = 1,2,...,w, according to the 

formula 
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- the number blr  of the disjoint intervals 

),, j
bl

j
blj baI   blrj ,...,2,1 , that include the 

realizations k
blC , ,,...,2,1 blnk   of the conditional 

sojourn times Cbl at the climate-weather state cb 

when the next transition is to the climate-weather 

state cl, according to the formula  
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whereas the symbol # means the number of elements 

of the set. 

 

ii) to estimate the parameters of the distributions of 

the conditional sojourn times of the climate-weather 

change process at the particular climate-weather 

states for the following distinguished distributions 

respectively in the following way:  

- for the uniform distribution with the density 

function 
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Figure.4. The graph of the uniform distribution’s 

density function 

 

the estimates of the unknown parameters of this 

distribution are: 
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- the triangular distribution with the density function 
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the estimates of the unknown parameters of this 

distribution are: 
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- the double trapezium distribution with the density 

function  
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Figure 6. The graphs of the double trapezium 

distribution’s density functions 

 

the estimates of the unknown parameters of this 

distribution are:  
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- the quasi-trapezium distribution with the density 

function 
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Figure 7. The graphs of the quasi-trapezium 

distribution’s density functions 

 

the estimates of the unknown parameters of this 

distribution are:  
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and ][x  denotes the entire part of x; 

 

- the exponential distribution with the density 

function 
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Figure 8. The graph of the exponential distribution’s 

density function 

 

the estimates of the unknown parameters of this 

distribution are:  
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- the Weibull distribution with the density function  
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Figure 9. The graphs of the Weibull distribution’s 

density functions 

 

the estimates of the unknown parameters of this 

distribution are (the expressions for estimates of 

parameters bl  and bl  are not explicit): 
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- the chimney distribution with the density function  
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Figure 10. The graphs of the chimney distribution’s 

density functions 

 

the estimates of the unknown parameters of this 

distribution are:  
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and moreover, if  
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- the Gamma distribution with the density function  
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Figure 11. The graphs of the Gamma distribution’s 

density functions 
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the estimates of the unknown parameters of this 

distribution are given as follows 
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where 2* )( blS  is the variance of the conditional 

sojourn times Cbl, given by 
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3.5. Procedure of identifying the distribution 

functions of climate-weather change process 

conditional sojourn times at climate-weather 

states for the critical infrastructure 
 

To formulate and next to verify the non-parametric 

hypothesis concerning the form of the distribution of 

the climate-weather change process conditional 

sojourn time Cbl at the climate-weather state cb when 

the next transition is to the climate-weather state cl, 

on the basis of at least 30 its realizations ,k
blC  

k = 1,2,…,nbl, it is due to proceed according to the 

following scheme: 

- to construct and to plot the realization of the 

histogram of the climate-weather change process 

conditional sojourn time Cbl at the climate-weather 

state cb, defined by the following formula 
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- to analyze the realization of the histogram )(th
bln

, 

comparing it with the graphs of the density functions 

)(tcbl  of the previously distinguished in Section 

4.2.4 distributions, to select one of them and to 

formulate the null hypothesis H0, concerning the 

unknown form of the distribution of the conditional 

sojourn time Cbl in the following form:  

H0: The climate-weather change process conditional 

sojourn time Cbl at the climate-weather state cb when 

the next transition is to the climate-weather state cl, 

has the distribution with the density function cbl(t) 

- to join each of the intervals Ij that has the number 
j
bln  of realizations less than 4 either with the 

neighbour interval 1jI  or with the neighbour interval 

1jI  this way that the numbers of realizations in all 

intervals are not less than 4; 

- to fix a new number of intervals blr ; 

- to determine new intervals  

 

     
 

- to fix the numbers j

bl
n  of realizations in new 

intervals ,jI  ;,..,2,1
bl
rj   

- to calculate the hypothetical probabilities that the 

variable blC  takes values from the interval ,jI  under 

the assumption that the hypothesis H0 is true, i.e. the 

probabilities 
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where )( j

blbl
bC  and )( j

blbl
aC  are the values of the 

distribution function )(tC
bl

 of the random variable 

bl
C  corresponding to the density function )(tc

bl
 

assumed in the null hypothesis H0; 

- to calculate the realization of the 2 (chi-square)-

Pearson’s statistics 
bln

U , according to the formula  
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- to assume the significance level  ( = 0.01,  = 

0.02,  = 0.05 or  = 0.10) of the test; 

- to fix the number 1 lrbl  of degrees of freedom, 

substituting for I for the distinguished in Section 

4.2.4 distributions respectively the following values: 

l = 0, for the uniform, triangular, double trapezium, 

quasi-trapezium and chimney distributions, l = 1, for 

the exponential distribution and l = 2, for the Weibull 

distribution and Gamma distribution; 

- to read from the Tables of the 2 Pearson’s 

distribution the value u for the fixed values of the 

significance level  and the number of degrees of 

freedom 1 lr
bl  such that the following equality 

holds 

 

   ,)(   uUP
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and next to determine the critical domain in the form 

of the interval ),( u  and the acceptance domain 

in the form of the interval  u,0 , 
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- to compare the obtained value blnu of the realization 

of the statistics 
bln

U  with the read from the Tables 

critical value 
u  of the chi-square random variable 

and to decide on the previously formulated null 

hypothesis 
0

H  in the following way: if the value 

bln
u  does not belong these to the critical domain, i.e. 

when ,uu
bln
 then we do not reject the hypothesis 

0
H , otherwise if the value 

bln
u  belongs to the 

critical domain, i.e. when ,uu
bln
  then we reject 

the hypothesis .
0

H  

 

3.6. Procedure of identifying the mean values 

of the climate-weather change proces 

conditional sojourn times at the climate-

weather states for the critical infrastructure 
 

After identifying the matrix of the conditional 

density functions of the climate-weather change 

process conditional sojourn times Cbl, b, l = 1,2,…, 

w, ,lb   at the climate-weather states 
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it is possible to determine the mean values of the 

climate-weather change process conditional sojourn 

times at the particular climate-weather change states 

using the following formula 

 

   Mbl = E[Cbl] = 

 

,)(
0

12
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   b, l = 1,2,…,w, .lb                                                            

  

If there is lack of sufficient numbers of realizations 

of the climate-weather change process conditional 

sojourn times at the climate-weather states, it will not 

be possible to identify statistically their distributions. 

In those cases of not identified distributions, using 

formula (103), it is possible to find the approximate 

empirical values of the mean values of the 

conditional sojourn times at the particular climate-

weather states or use their approximate values 

coming from experts. 

If there are no realizations of the climate-weather 

change process conditional sojourn times at the 

climate-weather states of the critical infrastructure, 

then it is impossible to estimate their empirical 

conditional mean values. 

4. Conclusions 
 

The proposed statistical methods of identification of 

the unknown parameters of the climate-weather 

change processes allow us for the identification of 

the models discussed in [EU-CIRCLE Report D3.3-

GMU12, 2016] and next their practical applications 

in evaluation, prediction and optimization safety of 

real complex critical infrastructures.  
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