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Vehicle navigation in populated areas using predictive
control with environmental uncertainty handling

KRZYSZTOF SKRZYPCZYK and MARTIN MELLADO

This paper addresses the problem of navigating an autonomous vehicle using environmen-
tal dynamics prediction. The usefulness of the Game Against Nature formalism adapted to mod-
elling environmental prediction uncertainty is discussed. The possibility of the control law syn-
thesis on the basis of strategies against Nature is presented. The properties and effectiveness of
the approach presented are verified by simulations carried out in MATLAB.
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1. Introduction

Nowadays more and more mobile robotic solutions are used outdoor. That means
robotic vehicles often have to work in populated, dynamic environments under very lit-
tle human supervision. However coexisting with humans and operating efficiently in
such environment, requires a robot must be able to navigate in harmony with traffic par-
ticipants - humans. Thus the problem of automated navigation in dynamic environments
has become an important challenge of contemporary Robotics [1] [3] [5] [8] [9]. In con-
trast to static and supervised environments, navigating robot in dynamic and uncertain
conditions requires many issues to be solved e.g. moving objects detection and track-
ing, environmental changes prediction, motion planning, and many others. The most
common approach to a synthesis of navigation systems which are intended to operate
in dynamic conditions is predictive control. Its effectiveness depends on quality of the
environmental dynamics model which is created using environment’s state observations.
Inherent features of each prediction are its inaccuracy and uncertainty. The first one
is usually related to a quality of measurement devices or procedures. The second one
concerns predictability of the process dynamics. The navigation strategy is calculated
using the future, estimated environment’s state. In the case the prediction model is ac-
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curate enough and the process is predictable, the navigation plan computed using the
prediction usually results in successful, collision free motion even for relatively long
time horizon. But in the case when it differs significantly from the real one, the vehi-
cle movement strategy may lead to a collision. Therefore it is very important to provide
methods for handling prediction uncertainty in the control process. There are some ap-
proaches to uncertainty handling and analysis. The most popular approaches reportet in
the literature are: probabilistic approach, fuzzy set based one as well as methods based
on Bayesian network formalism [6]. Unfortunately they are quite technically challeng-
ing and thus hard to apply in real-world robotic solutions. The key issue in uncertainty
robust control is to take action which minimize a risk resulting from a difference be-
tween the modeled and the real state of the control process. The technique which allows
for relatively easy modelling decision processes uncertainty is Game Theory, in partic-
ular Games Against Nature (G.A.N.) [7]. Nature in the G.A.N. formalism symbolizes
fictitious player whose behavior cannot be considered as rational. Generally G.A.N. are
commonly used in economics, telecommunication or informational sciences. However,
this technique can be used also in engineering and technical problems, like control or
robots motion planning [10] [11] [4]. Using the game theoretical framework prediction
based motion planning can be formulated as a sequence of two-person games in the
strategical form. In such games one player is identified with the motion planning sys-
tem. This system is able to influence the navigation process using decisions (controls)
taken from its admissible decision space. The second player is identified with possible
to happen, environmental states influencing the process. In this case, these states can
by defined as alternative scenarios corresponding to prediction deviations coming from
model inaccuracies. By that means uncertainty regarding the prediction can be modeled
and involved in the motion control problem. Playing various strategies against such op-
ponent we can obtain the motion plan which takes into account prediction uncertainty. In
the remaining part of this paper the motion problem is stated and modeled in the game
theoretical framework. Exemplary simulations are presented to illustrate the approach
discussed.

2. Problem overview

A discussion on uncertainty handling in the predictive navigation of a vehicle is con-
cerned with a system framework presented in Fig.1. An operation idea of this system
can be described as follows: The perception subsystem provides information about en-
vironment state. The information is assumed to be valuable enough to provide objects’
detection and tracking.

In this work none of specific sensory system is considered, but it is assumed it is
able to provide information about objects’ location. These information generally can be
noised and affected by many inaccuracies and they are stored in a data buffer of the size
defined. Using these data the objects’ motion model is created and a prediction of ob-
jects’ location is computed in the given time horizon. The aforementioned inaccuracies
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Figure 1: A diagram of the predictive navigation system with uncertainty handling

influence the prediction. This predictions are used for finding the navigation strategy -
speed and direction of movement which minimize the risk of collision. It is assumed
the environment changes prediction is not precise and can differ (even much) from the
real state. In order to deal with this fact, alternative scenarios of predicted environmen-
tal state are taken into account. These scenarios are input data for the decision making
module. In this work the scenarios represent assumed different than identified motion
model’s parameters. The role of this module is to evaluate particular environmental state
– navigation strategies combinations and find the best navigation strategy in the sense
of criteria applied. A reasonable navigation strategy should minimize the collision risk
in the prediction horizon, on the one hand, and minimize the deviation from the desired
movement direction, on the other one.

2.1. Navigation task formulation

Usually, navigation problems are decomposed, and analysed as a sequence of simple,
short-term, point-to-point navigation ones. The solution of such problem is a sequence
of controls that allows the vehicle reaching the desired position defined in the base co-
ordinate frame. In this work the problem is reformulated. From the wheelchair driver
perspective the more convenient way for defining the short navigation goal is to follow
selected straight-line path instead of reaching an intermediate way point. Let us define
the desired path selected in the time n as a tuple:

ϒ0(n) = (l(n),∆w) (1)

where l(n) is the ray starting at the point (xR,n,yR,n), angled at θ∗R,n. The threshold value
∆w determines maximal, feasible vehicle distance to the line l(n). The path (1) defines
a lane of a width ∆w, the vehicle is supposed to move inside. Thus a primary navigation
task can be perceived as a sequence of paths (1) which allows for reaching the destination
point. Such an action is more intuitive in the context of a social navigation process.
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2.2. Problem statement

R(n) = [xR,n,yR,n,θR,n]
T (2)

Let us assume (2) the vehicle is equipped with a sensory system which is able to
detect N objects moving in its sensing range and to calculate their positions. Moreover
the system is provided with a buffer in which information on objects locations collected
in the past can be stored. Assuming the system is a discrete time one with a sampling
period ∆t , let us define the set containing locations of objects:

Pi = {pi,k}, i = 1,2, ..,N, k = ⟨n−M,n⟩ (3)

where pi,k is a vector containing coordinates defining location of the ith object in the kth
time point. The current time is indexed by n and the number of past observations stored
in the buffer is equal to M. Using data defined in (3) an estimation of future locations of
objects can be found:

p̂m
i,h = p̄m

i (h) , h = n+1, , ...,n+H (4)

where H denotes the prediction horizon and m is the model used for calculating the
prediction.

Now the short-term navigation task which is the vehicle movement in the desired
direction can be stated as follows: In the current time n, using the information on es-
timated, future objects’ location (4), find the control (the direction and velocity of the
vehicle):

uR
∗(n) = [θR(n), vR(n)]T (5)

which applied for H subsequent sampling periods minimize the risk of collision with
obstacles and provides the smallest possible deviation from the desired travel direction.

3. Prediction uncertainty handling

The vehicle motion strategy is determined using the environmental state prediction
(4) and thus highly depends on the quality of this anticipation. Each prediction bears
uncertainty and therefore it must be taken into account while planning the motion. In
this study we propose to handle prediction uncertainty using game theory framework.
Let us consider the process as a two-person game in a strategical form:

G = (D,C) (6)

where D is a decision space of the game while C denotes costs incurred in the aftermath
of decisions taken. The decision space is defined as a Cartesian product of the player
decision set DG and the decision set DN of a fictitious opponent named Nature [7]. The
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uncertainty considered in this study is represented by various states of Nature specified
in the set (7). In turn, each state of Nature represents hypothetical navigation scenario in
the presence of circumstances different than predicted in (4). Therefore the uncertainty
is handled by considering a number of predictions obtained using various models. Thus
the decision set of Nature is defined by:

DN = {m}, m ∈ [1,K] (7)

where m is the model used for calculating the prediction (4). The player’s decision set
contains admissible controls that can be taken by the vehicle. Let us define this set as:

DG =
{

uR,k = [vR,k,θR,k]
T
}
=VR×ΘR (8)

where:

VR = {vR,i},i = 1, ...,V R, ΘR = {θR, j}, j = 1, ...,ΘR (9)

The set VR contains admissible values of the vehicle velocity. Similarly the set ΘR
contains possible values of the vehicle orientation that can be taken. The motion pa-
rameters values defined in (8) correspond to actions usually taken by pedestrians, e.g.
marching faster, slower, giving way to an approaching object, stopping etc. Thus, the
size of the decision space is not large. A result of applying the control chosen from (8) in
the presence of hypothetical scenario distinguished in (7) is evaluated using the function
which is to be minimized:

C : D→ℜ (10)

The values of this function are represented by the matrix C = [ci j]. Rows of this ma-
trix represent admissible controls i∈DG, while columns the scenario j ∈DN considered.
The function (10) modelling process is presented in the next section.

4. Process modelling

Let us assume a two component form of the cost evaluation index:

C(uR,k,m) = βrCm
risk +βpCpdev (11)

where Cm
risk denotes the navigation risk assessment according to the strategy uR,k assum-

ing the mth prediction variant (7). The second component expresses the cost of going off
the primary path (1).
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4.1. Navigation risk evaluation

In this work the following risk evaluation index is proposed:

Crisk(uR,k,m) =
1

H
∑

h=n+1
min

i=1,...,N

∣∣∣p̂R,h(uR,k)− p̂m
i,h

∣∣∣
L=2

(12)

This index evaluates the risk of applying the action uR,k ∈ DG for the time H and
is calculated by summarizing distances to the nearest objects. Its value is calculated for
the mth prediction variant and is minimized while finding the best control strategy with
respect to the collision avoidance aspect. An influence of this component on the index
value is tuned experimentally using the weighting factor βr .

4.2. Getting off the path cost

The next aspect of the control uR,k suitability evaluation is calculating the cost related
to the path (1) tracking error. Since the vehicle is intended to move inside the lane defined
by (1) the suitability of the action is evaluated twofold:

Cpdev(uR,k) =Cdist +Cang (13)

The first component expresses the cost related to getting off the primary path. The
second one maps vehicle movement direction change into the cost space. These costs are
calculated for the vehicle movement prediction in the time horizon H. The first compo-
nent is determined using the following formula:

Cdist(uR,k) = wd

n+H

∑
h=n+1

d̂(p̂R,h, l(n)) (14)

where d̂(p̂R,h, l(n)) is the predicted vehicle-path distance calculated in the time point h
according to:

d̂(p̂R,h, l(n)) =

{
d̂(p̂R,h, l(n)) f or d̂(p̂R,h, l(n)) ∆w

0 otherwise
(15)

The weighting factor wd is tuned experimentally and is used for balancing the in-
fluence of control goals defined by (13). The second component of the cost function is
related to the vehicle orientation change resulting from taking the action . This factor is
modeled as:

Cang(uR,k) = wa
∣∣θR,k−θ∗R,n

∣∣ (16)

The weighting factor wa similarly as in (14) is tuned experimentally.
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5. Control strategy

The next stage, after designing and calculating the cost function (11) is to find the
best control strategy. This strategy has to take into account various possible environmen-
tal scenarios representing states of Nature. Therefore the control for the time horizon H
is determined as the solution of G.A.N. In this study Hurwicz criterion is applied. This
criterion characterises an optimistic decision maker, who expects favorable for him cir-
cumstances to happen. According to his policy, with some level of optimism α, selects a
strategy which is the result of the following optimization task:

i0 = min
i
[αmin

j
ci j +(1−α)max

j
ci j] (17)

Please note that for α equal to 0 this criterion is equivalent to the pessimistic (Wald)
one.

6. Simulation results

In order to evaluate the approach considered in this paper, simulation study is carried
out. The system functioning is evaluated using a number of scenarios typical for crowded
space navigation. In this section an exemplary, very common scenario, is selected as an
illustration. The simulated navigation task consists in moving the vehicle along the path
set with the given velocity in the presence of moving object. The desired path of the
vehicle is marked with the ray outgoing from the point denoting the vehicle position in
the time t=0. The real path of the object is drawn with circles while the predicted path
with dots.

Figure 2a shows a situation when the vehicle movement strategy is determined us-
ing the object movement prediction. In this case the system trusts the model and does
not take into account uncertainty of the model. The object changes its movement direc-
tion rapidly after the prediction is computed. This situation results in accurate tracking
the desired path but leads to collision danger. In a second experiment (Fig. 2b) predic-
tion uncertainty handling mechanism is applied. The vehicle movement parameters are
computed using the object movement prediction but with Hurwicz criterion for α = 0,
assuming five various states of Nature. We can see that considering possible to happen
scenarios results in much safer vehicle trajectory. This in turn caused the vehicle went
off the path much more. The last experiment (fig. 2c) illustrates the same scenario but
solved for α = 0.5. That what can be observed is the tradeoff in the vehicle control. The
vehicle gets off the path less, but the distance to the object increases. These experiments
show that the method allows to take into account possible environmental changes and
adapts the movement strategy to uncertain environmental conditions.
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Figure 2: Predictive motion planning without uncertainty handling (a), using Hurwicz
criterion for α = 0 (b) and for α = 0.5 (c)

7. Conclusions

In this paper the control system designed for navigating an automated vehicle is dis-
cussed. The vehicle is intended to stabilise a rectilinear movement in a direction chosen
by the user. Moreover the navigation system is intended to avoid collisions with objects
appearing on the course of the vehicle. Since the vehicle is assumed to navigate in pop-
ulated, crowded spaces the control strategy has to follow the human-aware navigation
rules. The main goal of this research is to verify the long term predictive control strategy
as a method of generating the socially acceptable movement of the vehicle. The concep-
tion presented is simulated using a variety of scenarios. An application of game theory
based methods to modelling the uncertainty of prediction model improved robustness
of the navigation algorithm. The methodology of the uncertainty handling using G.A.N.
seems to be promising and can be applied to many various problems in which the uncer-
tainty modelling play an important role or is indispensable.
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