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Abstract

Neural and sliding mode controllers are generally based on the principle of nonlinear
dynamic inversion. This leads to control signals containing high frequency components.
This can result in actuator rate limiting due to loss of phase at higher frequencies. Large
control inputs, for example due to the saturation component of the sliding mode controller
can also result in position saturation of the actuator. In this paper we show that by the
introduction of suitable phase compensators and an anti-windup scheme the neural-aided
sliding mode controller performance can be improved. A novel scheme is proposed for
the cascaded feedback controller which addresses practical requirements of both state
limiting and control surface saturation respectively.

1 Introduction

Neural control [1-6] is a popular approach to in-
troduce learning or adaptation in control systems.
This is due to the universal approximation proper-
ties of a neural network. Sliding mode control [7-9]
also has been widely studied due to the desirable
property of these controllers to reach the sliding
manifold in finite time. However, it is known that
these two approaches are based on Nonlinear Dy-
namic Inversion (NDI) principles. NDI controllers
are known to be non-robust to parameter uncertain-
ties in general as they involve cancellation of non-
linearities. Therefore, most designers use appropri-
ate feedback loops within their neural and sliding
mode controllers to enhance robustness. They also

use feedback errors for online learning to achieve
good cancellation of the nonlinearities over a period
of time.

In passing we mention some other control
strategies like L1-adaptive control [10] and integra-
tor backstepping [11]. L1-adaptive control is based
on the concept that the controller should only at-
tempt to control the plant within the bandwidth of
the control channel. A low-pass filter is placed in
the control channel. Thus, the L1-adaptive con-
trol architecture decouples adaptation from the ro-
bustness of the system and also provides perfor-
mance bounds for both the input and output of the
plant. However, designing suitable low-pass filters
and state predictors is a laborious process. Further,
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in the case of unknown actuator failures, recourse
is made to neural-networks to model nonlinearities
and control effectiveness.

The backstepping method uses a recursive syn-
thesis procedure to determine nonlinear controller
for linear or nonlinear systems with particular cas-
caded structure. Backstepping improves the robust-
ness of the controller by introducing feedback of the
virtual controls into the cascaded structure. In [11]
the authors have applied backstepping with the as-
sumption that the slow dynamic characteristic is ac-
curately known. The robustifying (namely the satu-
ration) term for these controllers can cause rate and
position saturation. This requirement is relaxed in
[12], and backstepping is applied assuming all sub-
systems in the cascaded controller have uncertain-
ties. However, by foregoing the time-scale separa-
tion assumption, the neural networks are now not
only a function of the state variables at each stage
but also the gradients of the virtual controls with re-
spect to the state variables. Further, the gains multi-
plying the error state variables are also time vary-
ing. This makes the implementation of the con-
troller complex. In this paper we overcome the
problem of actuator position and rate saturation by
introducing anti-windup and phase compensation
respectively.

This paper aims to demonstrate that the ad-
verse effects of high bandwidth or abrupt large in-
puts which cause actuator rate and position limiting
can be handled for neural-aided and sliding model
controllers developed by the authors [8, 13] us-
ing phase compensating filters developed for pilot-
induced oscillations [14] and anti-windup strategies
[15]. The position and rate saturation in the actua-
tors, which are typically not inverted in the dynamic
inversion process for neural and sliding mode con-
trol leads to the presence of “holes” or gaps in the
fault tolerance range or envelope of the controllers
[8, 13]. The phase compensating filters are used to
mitigate the effect of actuator rate saturation, while
the anti-windup is used to prevent over-driving the
actuators when they are in position saturation. A
novel type of anti-windup scheme is proposed for
the cascaded feedback controller with multiple re-
dundant control surfaces which addresses both state
and control surface saturation.

The rest of the paper is organized as follows:
The autolanding problem and the aircraft model is

discussed in Section 2. A brief description of the
failure scenarios is also provided in this section.
The design on the fault tolerant controller is dis-
cussed in Section 3, while the simulation results
are presented in Section 4. Finally, the conclusions
drawn from this study and the plans for future work
are given in the final section.

2 Autolanding Problem Formula-
tion

The autolanding trajectory (Figure 1) consists
of segments such as wings-level flight at 600 m al-
titude, two coordinated level turns, glide slope de-
scent and finally the flare maneuver and touchdown
on the runway. The first turn segment serves to train
the neural networks online. Actuator failures are in-
jected just before the second turn.

2.1 Aircraft Model

The mathematical model of the aircraft chosen
for the study is that of a high performance fighter
aircraft with conventional control surfaces, but with
independent left and right elevator and aileron con-
trols. Additional aerodynamic data for the split el-
evator and aileron control surfaces was generated
using Computational Fluid Dynamics (CFD) [16].
The two elevators have a deflection range of -25 to
+ 25 deg. The deflection range for the independent
ailerons is -20 to +20 deg., and for the rudder it is
-30 to +30 deg.

2.2 Actuator Models and Failure Scenar-
ios

The hydraulic actuators are modeled as first or-
der lags with a time constant of 50millisec, and
a rate limit of 60 deg/s. In the present study six
types of actuator failures are considered: failure
of left elevator alone, failure of either left or right
aileron alone, combined failure of left elevator and
left aileron, combined failure of left elevator and
right aileron, combined failure of both the ailerons,
and failure of rudder alone. Failure of both the ele-
vators is not considered because this case is, in gen-
eral, not recoverable.

Failure of actuators can occur at any time dur-
ing the flight. In the present study failures were in-
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Figure 1. Landing trajectory

jected just before the two critical stages of the land-
ing flight: level turn and descent phases. Further,
the failed control surfaces can be stuck at any value
within the permissible range of deflections.

2.3 Wind Profiles

The wind disturbances are assumed to be
present along all the axes throughout the landing
mission, and are modeled on Dryden spectrum as
shown in Figure 2 along the x-earth axis. A mi-
croburst wind profile is simulated along the other
two earth fixed axes.

2.4 Safety and Performance Criteria

The runway threshold (x = y = z = 0) is treated
as the desired touchdown point of aircraft. Since
the ideal touchdown cannot be achieved under un-
known actuator failures, some safety and perfor-
mance criteria are checked if the aircraft touches
down successfully:

– X-distance and Y-distance: −100m ≤ x ≤ 400m,
−5m ≤ y ≤ 5m, to restrict the landing area to a
rectangle of 500m × 10m, also called as “Pill-
box”.

– Total velocity: VT ≥ 60m/s to prevent stall

– Sink rate: ḣ ≥ −2m/s, to prevent landing gear
damage

– Bank angle: |ϕ| ≤ 10deg, to prevent wing tips
touching the ground

– Heading angle error: |ψ| ≤ 15deg, to prevent ex-
cessive side loads on landing gear

2.5 Fault Tolerance Feasibility Regions

The feasible domain of failures does not coin-
cide with the full range of control surface deflec-
tions because in some cases the resulting moments
cannot be trimmed out for the landing maneuver.
Thus, the full range of hard over positions must be
checked for the feasible subset. This set is a union
of the following trim computations:

– Region of level flight trim: body axis rates and
flight path angle p = q = r = γ = 0, 6 DOF ac-
celerations = 0

– Region of level descent trim: body axis rates
p = q = r = 0, flight path angle γ = −6deg, 6
DOF accelerations=0

– Region of level turning trim: bank angle ϕ =
40deg, 6 DOF accelerations=0.

3 Controller Implementation

The philosophy behind the design of the au-
tolanding controller discussed in this paper can be
illustrated using the ideas inherent in the Sliding
Mode Control (SMC) concept. An affine plant can
be represented by

ẋ = f (x)+bu (1)
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Figure 2. Wind profile during autolanding

where, x ∈ R is the state vector and u ∈ Ris the con-
trol input. It is assumed that the function f (x) is un-
known, and the scalar b does not change sign in the
state space. Let the sliding mode surface be given
by

S = x̃+λ
∫ t

0
x̃ dτ (2)

where, x̃ = x − xd is the state error, with xdbeing
the desired trajectory. The gain λ is a positive num-
ber physically representing the bandwidth of a fil-
ter, and it is chosen to satisfy the Lyapunov stability
criteria.

The sliding mode control law is composed of
two modes. The first mode is a reaching mode
where the states beginning from arbitrary state are
attracted towards the sliding surface S = 0. The
state error x̃ conveges to zero because S = 0. In the
second mode, the states slide along the sliding sur-
face. The time derivative of sliding surface is given
by

Ṡ = ˙̃x + λx̃ = ẋ− ẋd +λx̃ = f (x)+bu− ẋd +λx̃
(3)

To satisfy Ṡ = 0 on the sliding surface, the equiva-
lent control is given by

ueq =
1
b

{
ẋd −λ x̃− f (x)

}
(4)

Once the state trajectory reaches the sliding
surfaceS = 0, the equivalent control guarantees that

the trajectory remains in the sliding surface under
the ideal condition. When the state is outside the
sliding surface, the controller must drive the system
state trajectory to the switching surface and main-
tain the sliding mode condition. Thus, SMC is a
variable structure controller of the form

u = ueq +us (5)

where, us is a switching control expressed as

us = K sign(S) ,withK > 0 (6)

To reduce chattering, due to discontinuous be-
haviour, the sign function is usually replaced by the
saturation function

us = K sat(S) ,K > 0 (7)

where the saturation function is defined as

sat (S) =




1 i f S > ε
−1 i f S <−ε
0 i f − ε ≤ S ≤ ε

(8)

where ε is the thickness of a thin boundary layer
neighbouring the sliding surface.

It is worthwhile to reflect on the structure of the
sliding mode control derived above.

u = 1
b

{
ẋd −λx̃− f (x)

}
+K sat (S)

=− 1
b λ x̃+ 1

b

{
ẋd − f (x)

}
+K sat (S)

= uFC +uINV +uSAT
(9)

In the above equation, we view the first term
as a classical feedback controller. The second term
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Figure 2. Wind profile during autolanding
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Figure 3. Schematic of neural sliding mode controller

could be a Nonlinear Dynamic Inversion (NDI)
controller. In our case, we will use the Extended
Minimal Resource allocation Network (EMRAN)
neural controller, with online learning which is
based on Radial Basis Functions (RBF) [17]. Fi-
nally, the third term is the saturation control which
fires when the error exceeds the error threshold
around the sliding surface. The selection of numer-
ical values for the parameters λ and K is discussed
in the section dealing with controller design.

A similar concept of using a classical feedback
controller, a neural controller and a saturation con-
troller for accommodating actuator failures s given
in [9]. The total control signal is given as [9]:

u(t) = uPID +(1−m(t))uINV +m(t)uSAT (10)

where uPID is the feedback term from a PID con-
troller, uINV is the neural network control output,
uSAT is saturation controller output, and m(t) is
a modulation function varying beteween zero and
unity. The modulation function determines the con-
tribution of neural controller and saturation con-
troller to the complete control law. Thus, the com-
plete control law has a dual charater, acting ei-
ther as a sliding or an an adaptive neural con-
troller depending upon the instantaneous state error.
This avoids discontinuously switching between the
neural-adaptive and sliding components. However,
RBF network has fixed parameters, and hence re-
stricted fault-tolerance capability. In the controller
discussed in this paper, a fully tuned neural net-
work (EMRAN) is used which expands the fault-
tolerance range of the controller.

The controller resulting from the concept of Eq.
(9) is is shown in Figure 3. The outermost loop is
the tracking controller which computes the desired
ground track angle, lateral deviation from the de-
sired trajectory, desired velocity and the desired al-
titude.

3.1 Feedback Controller (FC)

The classical feedback controller (FC) is designed
separately for the longitudinal axis (Figure 4) and
lateral-directional axis (Figure 5).
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Figure 3: Schematic of neural sliding mode controller. 
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Figure 4. Longitudinal axis feedback controller

Figure 5. Lateral-directional axis feedback controller
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Figure 5: Lateral-directional axis feedback controller. 
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nominal plant. Its gains are chosen such that 
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position limiting of the actuators. The pitch 
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of -105 was obtained for this gain. Similarly, 
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is handled by using the independent elevator 
control surfaces in differential mode for the 
control of roll and yaw: 
 

qk

trima
1V

114.0
14.1

+
+

s
s

γ
α

k
SCq
mV

L
αk

vthrb
g−

vthr

V

b
k









+ 25.1s
s








 +
s

k
k

V
h

h
05.01

 
Figure 4: Longitudinal axis feedback controller. 

 

psk

rsk

V
g−

μkχk
g
V

βk−









+ 25.0s
s









+−

s
k

k
V

y
y

03.01









+103.0
1
s  

Figure 5: Lateral-directional axis feedback controller. 
 
The feedback controller is designed for the 
nominal plant. Its gains are chosen such that 
when there are no failures or winds the 
innermost feedback loop do not cause rate or 
position limiting of the actuators. The pitch 
rate gain is given by bKq λ−= , and a value 
of -105 was obtained for this gain. Similarly, 
the roll rate gain psK  is chosen as -20. 

Multiple surface redundancy is used to 
enhance the ability of the controller to handle 
failures. For example, both ailerons failed case 
is handled by using the independent elevator 
control surfaces in differential mode for the 
control of roll and yaw: 
 



323S. Ismail, A. A. Pashilkar, R. Ayyagari and N. Sundararajan

Figure 4. Longitudinal axis feedback controller

Figure 5. Lateral-directional axis feedback controller
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Figure 6. EMRAN controller block schematic

The feedback controller is designed for the
nominal plant. Its gains are chosen such that when
there are no failures or winds the innermost feed-
back loop do not cause rate or position limiting
of the actuators. The pitch rate gain is given by
Kq = −λ

/
b, and a value of -105 was obtained for

this gain. Similarly, the roll rate gain Kps is chosen
as -20.

Multiple surface redundancy is used to enhance
the ability of the controller to handle failures. For
example, both ailerons failed case is handled by us-
ing the independent elevator control surfaces in dif-
ferential mode for the control of roll and yaw:



δe−le f t
δe−right
δa−le f t
δa−right
δrudder



=




1.0 −0.75 −0.27
1.0 0.75 0.27
0 −1.0 0
0 1.0 0
0 1.66 1.0







δpitch
δroll
δyaw




(11)

The gain entry of 1.66 is the aileron to rudder
interconnect. The entries ±0.75 represent the use of
elevators in differential mode to achieve control in
the roll axis. This gain allows us to tolerate the addi-
tional failure case where both ailerons failed. Sim-

ilarly, the gain entries ±0.27 are intended to create
differential elevator control in response to demand
for control in the yaw axis and enhance the ability
of the FC to handle rudder failures.

To protect against integrator windup, control
surface saturation is detected. The control alloca-
tion matrix in (4) means that for example if the left
elevator is saturated, it could be due to either the
pitch, roll or yaw axis control signals. Therefore,
in this case we hold the integrators in all the three
axes for the duration for which the left elevator is
saturated. This way we prevent the control system
from overdriving the actuators.

It is also seen that the limits on the state vari-
ables like pitch attitude is also incorporated in the
pitch axis integrator. The general principle for the
anti-windup design is that any state or control sur-
face saturation in the inner loops of the cascaded
controller should result in the integrators in the
loops outer to be held for the duration of the time
the variable is in saturation. This general anti-
windup scheme addresses both state and control
surface saturation for a cascaded controller struc-
ture.

3.2 EMRAN Controller

The EMRAN is a fast implementation of the
Radial basis Function neural network [17] where
only the nearest neuron is updated each cycle. A
brief description of EMRAN is given here. More
details can be found in [17].

The outputs of RBF network with Gaussian
function Φ are given by

f (ξn) = a0 +
h

∑
i=1

Φi (ξn) ,ξ ∈ Rm, f ∈ Rp (12)

where

Φi (ξn) = αi exp
(
− 1

σ2
i
∥ξn −µi∥2

)
(13)

and, ξ is the input vector of the network, h indicates
the total number of hidden neurons, µi and σi re-
fer to the centre and width of the ith hidden neuron
respectively, n is the time index, and ∥∥ is the Eu-
clidean norm. The function f is the output of RBF
network, which represents the network approxima-
tion to the desired output yn. The coefficient αi is

EMRAN differs from the MRAN in this last 
step. Instead of updating all the parameters 
(representing weights, centers and widths) of 
all the hidden neurons, it only updates the 
parameters of the neuron nearest to the input 
data vector. There is only slight difference 
between the performance of EMRAN and 
MRAN in terms of approximation error but in 
terms of speed EMRAN outperforms MRAN 
significantly. 
The original EMRAN also incorporates a 
pruning strategy which is not used in this 
implementation. The EMRAN controller 
design consists of finding suitable values of 
parameters 000maxmin21 ,,,,,,,, rqpreeEE κ . 
Now, consider the aircraft dynamics 
represented by the equations 
 

( )uxfx ,=                                                  (22) 
 
with f  assumed to be smooth and having 
bounded first derivatives in the neighborhood 
of the trajectory. The inversion may be 
represented by the equations: 
 

( )xxfu ,1 −=                                               (23) 
 
where 1−f  represents the inversion of the 
equations of motion. Next, this set of 
multivariable functions are synthesized using 
the states and their derivatives to obtain the 
control inputs required to make the aircraft 
follow the desired trajectory. Further, if this 
function representing the inverse aircraft 
dynamics is changing over a period of time, we 
can exploit the learning ability of the neural 
network to generate immediate corrective 
action when such changes take place. 
With this as the motivation, the total controller 
output as the signal to be learned by EMRAN. 
Over a period of time EMRAN learns the total 
control signal which results in driving the 
FC+SMC control output to zero. This means 
that EMRAN has generated the inverse of the 
plant by learning the inverse functions 
represented by ( )xxfu ,1 −= .  
Figure 6 shows the combined longitudinal and 
lateral-directional EMRAN block. It is noted 
that the state variables have been scaled by the 
linear derivatives. This is intended to improve 
the numerical conditioning of the inputs to this 
block. 
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Figure 6: EMRAN controller block schematic. 
 

3.3 Sliding Model Controller 
The saturation control of the sliding mode 
controller comes into play only if the error 
exceeds a threshold. The saturation control is 
designed to act rapidly once a stuck actuator 
failure results in an error exceeding this 
threshold. This is aimed at preventing the 
aircraft from seeing large transients and 
permitting EMRAN controller to learn at a 
moderate rate. Using simulation of typical 
actuator failure cases, the gain K of the 
saturation control is chosen to be a fraction of 
the maximum deflection of the control surface 
such that it does not lead to actuator rate 
saturation, but effectively aids the feedback 
controller in fault-tolerance. This is the only 
gain which was chosen by trial and error. The 
other gain λ  is obtained by solving the 
equality bKq λ−= , where b is the linear 
control effectiveness derivative. 

3.4 Phase Compensator 
The SAAB phase compensator is designed 
specifically to reduce the phase lag due to rate 
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Figure 7. SAAB phase compensator for alleviation of actuator rate limiting

Figure 8. Amplitude dependent response of actuator (dotted lines: without compensator, dashed lines:
with phase compensator)

limiting. The schematic of the compensator is 
shown in Fig. 7.  
 

The tuned values for this filter give better 
phase response when placed ahead of the 
actuator. The frequency response of the phase 
compensated actuator is shown in Fig. 8. 
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Figure 8: Amplitude dependent response of actuator (dotted lines: without compensator, dashed lines: 

with phase compensator). 
 

4 Results 
In [13], we compared the results for classical 
Feedback Controller (FC) alone with that for 
the FC+EMRAN+SMC controller. It was 
found that the failure tolerance envelope of the 
FC was nearly the same or better when 
compared to that for the FC+EMRAN+SMC. 
In fact the latter controller had a smaller 
envelope for the two aileron failure case. 
Examination of these cases indicated that the 

primary cause for the performance degradation 
was the actuator rate or position limiting. 
The use of anti-windup and phase 
compensation filter in the command path for 
each of the aerodynamic control surfaces was 
evaluated. We find that with these 
compensations, the FC+EMRAN+SMC 
controller has nearly the same or better 
performance compared to the controller 
without compensation. To illustrate this, we 
present two cases, namely a) left elevator 
failure and b) both aileron failure case in Fig. 
9-10 respectively. 
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each of the aerodynamic control surfaces was 
evaluated. We find that with these 
compensations, the FC+EMRAN+SMC 
controller has nearly the same or better 
performance compared to the controller 
without compensation. To illustrate this, we 
present two cases, namely a) left elevator 
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9-10 respectively. 
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Figure 7. SAAB phase compensator for alleviation of actuator rate limiting

Figure 8. Amplitude dependent response of actuator (dotted lines: without compensator, dashed lines:
with phase compensator)
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the connection weight of the ith hidden neuron to
the output layer and a0is the bias term and both are
vectors.

The network starts with no hidden neurons. As in-
put data ξn and corresponding output data pair yn

is received sequentially, the network adds or prunes
hidden neurons based on the following three steps
[17]:

1. Calculate the network outputs based on current
inputs and determine the following errors:

∥en∥= ∥yn − f (ξn)∥> E1 (14)

ermsn =

���� n

∑
i=n−(M−1)

∥ei∥2

/
M > E2 (15)

dn = ∥ξn −µnr∥> max(emaxrn,emin) (16)

where E1,E2,emax,emin are thresholds to be selected
a priori, while 0 < r < 1 is a decay factor, µnr is the
centre of the hidden neuron that has the closest dis-
tance to ξn.

2. If all of the error criteria in (14)-(16) are satis-
fied, add a new hidden neuron. When a new neuron
is added, the associated parameters are fixed using
the following rules:

µh+1 = ξn, σh+1 = κ∥ξn −µnr∥ , αh+1 = en (17)

3. If any of the error criteria in (14)-(16) are not
met, adjust the parameters w of the existing RBF
network using the Extended Kalman Filter (EKF),
where

w =
[
αT

0 ,α
T
1 ,µ

T
1 ,σ1, ...,αT

h ,µ
T
h ,σ

T
h
]

(18)

EMRAN differs from the MRAN in this last
step. Instead of updating all the parameters (rep-
resenting weights, centers and widths) of all the
hidden neurons, it only updates the parameters of
the neuron nearest to the input data vector. There
is only slight difference between the performance
of EMRAN and MRAN in terms of approximation
error but in terms of speed EMRAN outperforms
MRAN significantly.

The original EMRAN also incorporates a prun-
ing strategy which is not used in this imple-
mentation. The EMRAN controller design con-
sists of finding suitable values of parameters
E1,E2,emin,emax,r,κ, p0,q0,r0.

Now, consider the aircraft dynamics repre-
sented by the equations

ẋ = f (x,u) (19)

with f assumed to be smooth and having bounded
first derivatives in the neighborhood of the trajec-
tory. The inversion may be represented by the equa-
tions:

u = f−1 (ẋ,x) (20)

where f−1 represents the inversion of the equations
of motion. Next, this set of multivariable functions
are synthesized using the states and their derivatives
to obtain the control inputs required to make the air-
craft follow the desired trajectory. Further, if this
function representing the inverse aircraft dynamics
is changing over a period of time, we can exploit
the learning ability of the neural network to gener-
ate immediate corrective action when such changes
take place.

With this as the motivation, the total controller
output as the signal to be learned by EMRAN. Over
a period of time EMRAN learns the total control
signal which results in driving the FC+SMC con-
trol output to zero. This means that EMRAN has
generated the inverse of the plant by learning the
inverse functions represented by u = f−1 (ẋ,x).

Figure 6 shows the combined longitudinal and
lateral-directional EMRAN block. It is noted that
the state variables have been scaled by the linear
derivatives. This is intended to improve the numer-
ical conditioning of the inputs to this block.

3.3 Sliding Model Controller

The saturation control of the sliding mode con-
troller comes into play only if the error exceeds a
threshold. The saturation control is designed to act
rapidly once a stuck actuator failure results in an
error exceeding this threshold. This is aimed at pre-
venting the aircraft from seeing large transients and
permitting EMRAN controller to learn at a moder-
ate rate. Using simulation of typical actuator failure
cases, the gain K of the saturation control is chosen
to be a fraction of the maximum deflection of the
control surface such that it does not lead to actua-
tor rate saturation, but effectively aids the feedback
controller in fault-tolerance. This is the only gain
which was chosen by trial and error. The other gain
λ is obtained by solving the equality Kq = −λ

/
b,

where b is the linear control effectiveness deriva-
tive.

limiting. The schematic of the compensator is 
shown in Fig. 7.  
 

The tuned values for this filter give better 
phase response when placed ahead of the 
actuator. The frequency response of the phase 
compensated actuator is shown in Fig. 8. 
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Figure 8: Amplitude dependent response of actuator (dotted lines: without compensator, dashed lines: 

with phase compensator). 
 

4 Results 
In [13], we compared the results for classical 
Feedback Controller (FC) alone with that for 
the FC+EMRAN+SMC controller. It was 
found that the failure tolerance envelope of the 
FC was nearly the same or better when 
compared to that for the FC+EMRAN+SMC. 
In fact the latter controller had a smaller 
envelope for the two aileron failure case. 
Examination of these cases indicated that the 

primary cause for the performance degradation 
was the actuator rate or position limiting. 
The use of anti-windup and phase 
compensation filter in the command path for 
each of the aerodynamic control surfaces was 
evaluated. We find that with these 
compensations, the FC+EMRAN+SMC 
controller has nearly the same or better 
performance compared to the controller 
without compensation. To illustrate this, we 
present two cases, namely a) left elevator 
failure and b) both aileron failure case in Fig. 
9-10 respectively. 
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Figure 9. Left elevator failure for FC (open squares) and FC+SMC+EMRAN+SAAB +AWU (open
circles)

Figure 10. Left aileron-right aileron failure feasibility map for FC (open circle) and
FC+SMC+EMRAN+SAAB+AWU (cross)
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Figure 10: Left aileron-right aileron failure feasibility map for FC (open circle) and 

FC+SMC+EMRAN+SAAB+AWU (cross). 
 

It is seen from Fig. 9 that the single elevator 
case is marginally improved due to the phase 
compensator and anti-windup. In Fig. 11, the 

result of the FC is compared for 
FC+EMRAN+SMC (i.e., without the anti-
windup and phase advance protection). 
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Figure 11: Left aileron-right aileron failure feasibility map for FC (open circles) and 

FC+SMC+EMRAN (cross). 
 
 
When we compare this result with Fig. 10, it is 
immediately clear that adding the anti-windup 
and phase advance does improve this failure 
envelope significantly. 
 
Finally in Fig. 12-14, we show the response of 
the aircraft during a successful landing with 
the neural-aided sliding mode controller for a 
three control surface stuck case (left aileron = 
2deg, right aileron = -2deg and rudder stuck at 
4deg). 
 
Fig. 12 shows the total control surface 
deflections as well as those computed by the 
neural network. Fig. 13 and 14 show the 
longitudinal and lateral-directional response of 
the aircraft respectively. 
 

Conclusion 
A neural-aided sliding mode controller design 
has been studied with regard to its failure 
tolerance for stuck actuator faults during an 
autolanding scenario. It is shown that the 
addition of phase compensation and anti-
windup to protect the actuators from rate and 
position limiting is beneficial to the failure 
tolerance of this controller. A novel anti-
windup scheme is proposed in this paper to 
handle state and control surface limiting in a 
cascaded controller with multiple redundant 
control surfaces. A case of successful landing 
with three control surfaces failed and stuck is 
also presented. 
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Figure 12: Control surface deflections for a three failure case (left aileron failed to 2deg, right aileron 

failed to -2deg and rudder failed to 4deg, neural output plotted in green). 
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Figure 13: Aircraft response in longitudinal plane for a three failure case (left aileron failed to 2deg, 

right aileron failed to -2deg and rudder failed to 4deg, neural output plotted in green). 
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Figure 9. Left elevator failure for FC (open squares) and FC+SMC+EMRAN+SAAB +AWU (open
circles)

Figure 10. Left aileron-right aileron failure feasibility map for FC (open circle) and
FC+SMC+EMRAN+SAAB+AWU (cross)
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Figure 11. Left aileron-right aileron failure feasibility map for FC (open circles) and FC+SMC+EMRAN
(cross)

Figure 12. Control surface deflections for a three failure case (left aileron failed to 2deg, right aileron
failed to -2deg and rudder failed to 4deg, neural output plotted in green)

It is seen from Fig. 9 that the single elevator 
case is marginally improved due to the phase 
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result of the FC is compared for 
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windup and phase advance protection). 
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FC+SMC+EMRAN (cross). 
 
 
When we compare this result with Fig. 10, it is 
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envelope significantly. 
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Figure 12: Control surface deflections for a three failure case (left aileron failed to 2deg, right aileron 

failed to -2deg and rudder failed to 4deg, neural output plotted in green). 
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Figure 13: Aircraft response in longitudinal plane for a three failure case (left aileron failed to 2deg, 

right aileron failed to -2deg and rudder failed to 4deg, neural output plotted in green). 
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Figure 13. Aircraft response in longitudinal plane for a three failure case (left aileron failed to 2deg, right
aileron failed to -2deg and rudder failed to 4deg, neural output plotted in green)

Figure 14. Aircraft response in lateral plane for a three failure case (left aileron failed to 2deg, right aileron
failed to -2deg and rudder failed to 4deg, neural output plotted in green)
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Figure 12: Control surface deflections for a three failure case (left aileron failed to 2deg, right aileron 

failed to -2deg and rudder failed to 4deg, neural output plotted in green). 
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Figure 13: Aircraft response in longitudinal plane for a three failure case (left aileron failed to 2deg, 

right aileron failed to -2deg and rudder failed to 4deg, neural output plotted in green). 
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Figure 14: Aircraft response in lateral plane for a three failure case (left aileron failed to 2deg, right 

aileron failed to -2deg and rudder failed to 4deg, neural output plotted in green). 
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Figure 13. Aircraft response in longitudinal plane for a three failure case (left aileron failed to 2deg, right
aileron failed to -2deg and rudder failed to 4deg, neural output plotted in green)

Figure 14. Aircraft response in lateral plane for a three failure case (left aileron failed to 2deg, right aileron
failed to -2deg and rudder failed to 4deg, neural output plotted in green)

NEURAL-SLIDING MODE AUGMENTED ROBUST CONTROLLER FOR . . .

3.4 Phase Compensator

The SAAB phase compensator is designed
specifically to reduce the phase lag due to rate lim-
iting. The schematic of the compensator is shown
in Figure 7.

The tuned values for this filter give better phase
response when placed ahead of the actuator. The
frequency response of the phase compensated actu-
ator is shown in Figure 8.

3.5 Results

In [13], we compared the results for classical
Feedback Controller (FC) alone with that for the
FC+EMRAN+SMC controller. It was found that
the failure tolerance envelope of the FC was nearly
the same or better when compared to that for the
FC+EMRAN+SMC. In fact the latter controller had
a smaller envelope for the two aileron failure case.
Examination of these cases indicated that the pri-
mary cause for the performance degradation was the
actuator rate or position limiting.

The use of anti-windup and phase compensation
filter in the command path for each of the aerody-
namic control surfaces was evaluated. We find that
with these compensations, the FC+EMRAN+SMC
controller has nearly the same or better performance
compared to the controller without compensation.
To illustrate this, we present two cases, namely a)
left elevator failure and b) both aileron failure case
in Figures 9-10 respectively.

It is seen from Figure 9 that the single elevator
case is marginally improved due to the phase com-
pensator and anti-windup. In Figure 11, the result
of the FC is compared for FC+EMRAN+SMC (i.e.,
without the anti-windup and phase advance protec-
tion).

When we compare this result with Figure 10,
it is immediately clear that adding the anti-windup
and phase advance does improve this failure enve-
lope significantly.

Finally in Figures 12-14, we show the response
of the aircraft during a successful landing with the
neural-aided sliding mode controller for a three
control surface stuck case (left aileron = 2deg, right
aileron = -2deg and rudder stuck at 4deg).

Figure 12 shows the total control surface de-
flections as well as those computed by the neural

network. Figures 13 and 14 show the longitudi-
nal and lateral-directional response of the aircraft
respectively.

4 Conclusion

A neural-aided sliding mode controller design has
been studied with regard to its failure tolerance
for stuck actuator faults during an autolanding sce-
nario. It is shown that the addition of phase com-
pensation and anti-windup to protect the actuators
from rate and position limiting is beneficial to the
failure tolerance of this controller. A novel anti-
windup scheme is proposed in this paper to handle
state and control surface limiting in a cascaded con-
troller with multiple redundant control surfaces. A
case of successful landing with three control sur-
faces failed and stuck is also presented.
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