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ABSTRACT

Purpose: This article uses soft computing-based techniques to elaborate a study on the 
prediction of the friction angle of clay.
Design/methodology/approach: A total of 30 data points were collected from 
the literature to predict the friction angle of the clay. To achieve the friction angle, the 
independent parameters sand content, silt content, plastic limit and liquid limit were used in 
the soft computing techniques such as artificial neural networks, M5P model tree and multi 
regression analysis.
Findings: The major findings from this study are that the artificial neural networks are 
predicting the friction angle of the clay accurately than the M5P model and multi regression 
analysis. The sensitivity analysis reveals that the clay content is the major influencing 
independent parameter to predict the friction angle of the clay followed by sand content, 
liquid limit and plastic limit.
Research limitations/implications: The proposed expressions can used to predict the 
friction angle of the clay accurately but can be further improved using large data for a wider 
range of applications.
Practical implications: The proposed equations can be used to calculate the friction 
angle of the clay based on sand content, silt content, plastic limit and liquid limit.
Originality/value: There is no such expression available in the literature based on soft 
computing techniques to calculate the friction angle of the clay.
Keywords: Friction angle of the clay, Artificial neural network, Sensitivity analysis, M5P 
model tree, Multi regression analysis
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1. Introduction 
 
Friction angle is measured as an important geotechnical 

parameter to find shear strength of a soil. It can also be used 
for determining slope stability and designing of various 
engineering structures like pavements, retaining walls etc. 
Numerous experimental methods are employed for 
estimation of shear strength parameters like triaxial and 
direct shear test but this method consumes more time and is 
costly. Therefore, various soft computing techniques 
developed can be used for predicting the friction angle of the 
soil with more accuracy. One of such technique is artificial 
neural network (ANN) which solves many complex 
problems and produce accurate results. It comprises of input, 
hidden and output layer which are interconnected with each 
other through a set of connection weights. Using this 
technique variety of problems related to geotechnical 
engineering can be solved and hence is commonly used 
nowadays [1-10]. This study includes the prediction of 
friction angle of the clay using inputs such as sand content 
(SC), clay content (CC), plastic limit (PL) and liquid limit 
(LL) in percentage. Finally, a mathematical model equation 
is proposed using weights and biases. This proposed 
mathematical equation is compared to MRA and M5P 
models for the prediction of output friction angle. The 
prediction made using ANN model was also compared with 
the empirical correlations available in literature. 

 
 

2. Background 
 

Shear strength is considered as a vital parameter of soil 
for evaluating stability and measures to prevent failure of 
slopes. Various studies have been carried out to relate the 
engineering properties (bearing ratio, optimum moisture 
content and maximum dry unit weight) of the stabilised and 
un-stabilised soil with the index properties of the respective 
soil [1-12]. Deviator stress of sand reinforced with waste 
plastic strips was predicted using ANN by [13]. Bearing 
capacity of the regular shaped footings [14-16], multi-edge 
footings resting on sand was determined by using artificial 
neural networks by [17]. Similarly, the settlement of the 
footing was predicted by [18]. Shear wave velocity of the 
soil [19], free swell index [20] hydraulic conductivity in the 
clay liners [21], pile driving records reanalysed [22], bearing 
capacity of the piles [23],  in situ soil properties at any half-
space point at a site [24], uplift capacity of suction caissons 
[25], modelling soil collapse [26], pre-consolidation 
pressure [27], cyclic swelling pressure of mud rock [28], 
undrained lateral load capacity of piles in clay [29], effective 

stress parameter of unsaturated soils [30], soil and 
subsurface sediments distribution in dam [31], stability 
analyses of slopes [32], swelling pressures of expansive soils  
[33], compression index of soils [34], strength of reinforced 
lightweight soil [35], permeability coefficient of soils [36], 
soil specific surface area [37]. Further, in the recent past, 
different soft computing techniques have been used for the 
prediction of different parameters in the civil engineering 
[38-47]. From the above literature, it is evident that the 
application of soft computing techniques such as ANN, 
MRA and M5P for the prediction of friction angle of the clay 
in the field of the geotechnical engineering has not yet been 
carried out.   
 
 
3. Collection of the data 
 

Database used for construction of ANN, MRA and M5P 
models were taken from previous literatures. Total 60 data 
have been used out of which 42 data were used for training 
and 18 were used for the testing of the model. Hence, the 
same was followed in the present study. 30 data were taken 
from [48], 12 data were collected from [49], 3 data from 
[50], 3 data from [51], 5 data from [52], 3 data from [53], 
2 data from [54] and 1 data from [55]. The data was divided 
for the training and the testing purpose as per literature  
[13-19] where it is suggested that the 70% data for testing 
and 30% data for the training is sufficient to produce best 
results. The total data used for modelling were tabulated in 
Table 1.  
 
 
4. Soft computing techniques 
 
4.1 Artificial neural networks 
 

ANN, initially introduced by [56] is the branch of the 
artificial intelligence. ANN tries to imitate the nervous 
system and the function of the human brain. ANN modelling 
has the ability to differentiate complex nonlinear 
connections amongst the input and the output variables 
without any preceding expectations. Further, ANN can use 
raw data (input) without any need of manipulation or pre-
processing which makes the ANN more useful and less 
costly in comparison to the conservative techniques. An 
ANN is required to be trained before making any 
interpretation of the new information for which many 
algorithms were available in literature. Among them, a feed 
forward back propagation algorithm is the utmost versatile 
[13-20] and effective for the multilayer neural network.  
 

1.	�Introduction

2.	�Background

3.	�Collection of the data

4.	�Soft computing techniques

4.1.	�Artificial neural networks
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Table 1. 
Data for the modelling 

S. No. SC, 
% 

CC, 
% 

PI,  
% 

LL, 
% 

Friction angle, 
deg. S. No. SC, 

% 
CC, 
% 

PI,  
% 

LL, 
% 

Friction angle, 
deg. 

1 0 52 23 48 33 31 14 53 67.98 30.66 15 
2 4 66 27 53 30 32 12 82 78.58 31.5 17.4 
3 2 57 16 37 25 33 26 42 71 30 21 
4 17 51 20 32 36 34 12 55 51.92 9.35 13.6 
5 13 56 26 55 31 35 2 80 34.8 85.1 14.5 
6 28 47 17 45 29 36 31.5 27.5 31.54 71.75 12.75 
7 36 33 21 41 37 37 11 60 74.84 38.1 12.5 
8 33 36 21 47 35 38 8 45 41 65 41 
9 44 31 21 43 34 39 56 31 26 45 36 
10 42 29 14 41 38 40 46.3 11.4 41.03 24.23 33 
11 43 22 45 54 40 41 34.8 13.8 44.45 30.18 34 
12 44 21 26 54 32 42 11 59 57.46 20.61 12 
13 52 25 42 52 41 43 25 43 15 39 33 
14 10 23 19.8 32.7 26 44 17 48 20 46 30 
15 49 40 36 58 42 45 22 39 24 43 29 
16 11 78 65 27.6 27.3 46 20 38 16 31 31 
17 39 33 48 68 39 47 38 19 25.29 11.08 26 
18 2.5 85 23.23 47.79 24.6 48 43.4 13.2 36.97 22.57 35 
19 15 75 32.78 84.8 8.5 49 61 8 22 28 32 
20 40.8 14.4 42 31.06 34.8 50 56 13 38 46 40 
21 7 14 56 35 10 51 6 19 53 33 12 
22 43.8 13.1 41.58 28.86 26.1 52 5 15 50 31 10 
23 11 61 75.05 33.01 11 53 55 11 42 54 41 
24 12 48 67 28 22 54 55 18 34 42 37 
25 51.4 15.3 41.24 28.57 30.6 55 60 8 26 37 34 
26 13 53 51.95 9.66 13.4 56 58 13 31 41 39 
27 11 80 72 29.9 20.3 57 44 21 23 35 31 
28 28 31.5 28.5 46.5 31.5 58 1 74 38 88 26 
29 47 17.5 44 29 27.5 59 32 50 35 56 36 
30 41.5 13 26.5 41 28.5 60 25 51 50 66 38 
 

Back-propagation (BP) algorithm contains interconnected 
layers (input, hidden and output). The output of the neuron 
or the node of the input layer were sent to node in the hidden 
layer as an input, and the output of the neuron or the node of 
the hidden layer was sent finally to the output layer. The 
number of neurons in the hidden layers and the number of 
hidden layers is dependent on the problem in hand. Hence 
researchers were resort to a cumbersome trial and error 
procedure. All nodes (excluding the input layer) in the BP 
network were having an activation function and a bias node. 
The bias contains a constant input. The activation function 
filters the summed output. Activation functions in ANN 
were used based on the objective. Computed vectors of the 

output corresponding to the solution of the problem, were 
created by the output layer. 
 
4.2 Multiple regression analysis 
 

Multiple regression analysis refers to a group of 
techniques to analyze straight-line relationships between 
two variables or more. Multiple regression estimates the β’s 
in the equation 

 

𝑦𝑦� � �� � ��𝑥𝑥�� � ��𝑥𝑥�� � �� ��𝑥𝑥�� � �� (1) 
 

X’s and Y are the independent and the dependent variables 
respectively and the β’s are the unknown regression 

4.2.	�Multiple regression analysis
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coefficients. The most widely used approach to solve 
regression problem is the least squares in which, the ’s were 
selected so as to minimize the sum of the squared residuals 
(j). The intercept, 0, is the point at which the regression 
plane intersects the Y axis. Once the β's were estimated, 
correlation coefficient (ranges from -1 to 1) was used to 
assess the reliability of such estimate. Stronger or no 
relationship exists when the value of coefficient of 
correlation is nearing ± 1 or close to zero respectively. The 
regression equation can only measure the relationships 
linearly, or straight-line. The data are a random sample from 
a larger data and are independent and normally distributed; 
a set of statistical tests (t and F tests) may be applied to the 
's and the coefficient of correlation. 
 
4.3 M5P model tree   
 

M5P was a conventional decision tree. This tree was 
developed using the technique of divide and conquer. This 
technique was used for the estimation of numeric continuous 
parameters. The terminal node has a linear function for these 
numeric parameters. Generation of the tree was done in two 
steps. A splitting criterion for the formation of a decision tree 
was introduced in the first step. This splitting criterion was 
based on the standard deviation of the class values. 

This standard deviation enters the node as a indicator of 
that node’s error, and measures the predicted error reduction. 
To make the node purer, the splitting method causes the child 
node to have lower value of the standard deviation relative 
to the parent node. After evaluating all possible splits and 
optimizing the predicted reduction of errors, the split is 
chosen by M5 model tree. The data division generates a large 
tree that can cause the test data to be overfitted and managed 
by using the pruning method to replenish the overgrown tree 
that was accomplished by replacing a sub tree with a linear 
regression function in the second step. 

 
 

5. Development of ANN model 
 
To achieve optimum architecture, the optimal number of 

nodes in hidden layer and number of hidden layers were 
settled properly. For the best use of ANN model, the main 
issue arises when to suspend training. Excess training of the 
model may result in noise leading to over fitting effect. The 
number of iterations was optimized by trial and error [13]. 
The RMSE and target values for different iterations were 
estimated. The iteration with minimum value of RMSE is 
selected for determining optimal architecture of ANN. From 
the Figure 1 it can be summarised that the iteration having 

less value of RMSE is opted for optimization of neural 
network model [17]. 
 
 

 
  
Fig. 1. Variation between RMSE, R2 and number of 
iterations 
 

Keeping this in view, with the topology of 4-6-1,  
the iterations were selected as 2500 as evident from the 
Figure 1. The architecture of ANN model through the 
illustration is shown in Figure 2.   

The mean square error is defined as: 
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where i,   and F are the experimental, average of the 
experimental and predicted friction angle of the clay 
respectively; and n is the number of training data. 

5.	�Development of ANN model

4.3.	�M5P model tree
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Fig. 2. Revised architecture of ANN for friction angle 
 

Table 2. 
Performance measures of the ANN model 

Performance measures r R2 MSE RMSE MAE MAPE 
Training 0.93 0.93 14.30 3.78 3.00 14.13 
Testing 0.96 0.96 5.57 2.36 1.61 5.61 

 

 
 
Fig. 3. The graph between predicted friction angle and target 
friction angle for training and testing 
 

The friction angle of the clay obtained from the neural 
network was compared with the actual friction angle  
of the clay in order to verify the prediction accuracy of the 
ANN model. The comparison between the friction angle of 
the clay obtained from the ANN and the actual friction angle 
of the clay for the training and the testing data were 
presented in Figure 3. Study of Figure 3 reveals that the 
calculated values of the coefficient of determination (R2) 
were found to be 0.93 and 0.96, respectively, for the training 

and the testing data. Further, the accuracy of the developed 
model was assessed with other statistical parameters 
(correlation coefficient (r), MSE, RMSE, MAE and MAPE) 
for the training and the testing data which were tabulated in 
Table 2. 

Table 2 reveals that all the statistical parameters were 
within the permissible range (readers may refer to [13] for 
the range of statistical parameters). After simulating the 
model for the optimal conditions, matrix of the connection 
weights between the input layers to hidden layer [xji], hidden 
layer to the output layer [yjk], input bias [zj] and the output 
bias [z0] were presented in matrix form as below. 
 

11 12 13 14

21 22 23 24

31 32 33 34

41 42 43 44

51 52 53 54

61 62 63 64

ji

x x x x
x x x x
x x x x

x
x x x x
x x x x
x x x x

 
 
 
 

  
 
 
 
  

0.69 0.69 0.16 1.55
1.43 0.45 2.13 1.94
3.28 1.19 0.31 2.19
0.41 1.79 2.31 4.19
1.17 1.38 1.14 0.84

0.64 1.12 0.93 0.64

 
  
 

   
   
 

 

 (6)
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 0 2 .3 3z   (9)
 

 

where:  
[xji] = weight between jth neuron of the hidden layer and ith 
neuron in the input layer;  
[yjk] = weight between the kth layer of output neuron and jth 
neuron in the hidden layer; 
[zj] = jth neuron of the hidden layer bias;  
[z0] = output layer bias. 
 
5.1 Sensitivity analysis  
 

Sensitivity analysis is performed to evaluate influence of 
each parameter on the prediction of the friction angle of clay 
using a method reported by [36] which depends on weight 
configuration. But the given method had its own drawbacks 
as it evaluates absolute weights. So, in order to minimize the 
drawbacks a method given by [37] was adopted. Therefore, 
the sensitivity analysis was performed using a method 
reported by [37]. This method determines the sum and 
product of the weights that was finalized from the input 
nodes to the hidden nodes and from the hidden nodes to the 
final output nodes for all the inputs. The equation showing 
contribution of the input parameters is shown in Eq. (10). 

 

1

h

j jk k
k

RI w w


   (10) 

 

where wk denotes connection weight between kth hidden 
nodes and output nodes, wjk stands for connection weights 
between the jth input variables and the kth nodes in hidden 
layer, RIj denotes relative importance of jth input layer nodes 
and h is no. of nodes in hidden layer. 

This work comprises of 4 input variables and their 
influence on the friction angle of the clay depends upon the 

weights which were estimated in feed forward ANN model. 
The final weights between the nodes in an input - hidden 
layer and the nodes of hidden layer -output layer generated 
using Gaussian function is shown in the matrix form in the 
Eq. 6-9. The relative importance of each of the parameters 
considered in the Gaussian function-based model was shown 
in Figure 4. From Figure 4 it is evident that the percentage 
clay fraction was the most vital variable. It contributes about 
37% for the estimation of friction angle and other parameters 
such as sand content, liquid limit and plastic limit 
contributes about 29%, 26% and -8% respectively. Further, 
from Figure 4, it is again evident that input parameters like 
clay, sand and liquid limit have positive influence on the 
prediction of friction angle whereas plastic limit has 
negative influence on the output. Therefore, from the above 
it was concluded that clay content, sand content and liquid 
limit were directly influencing whereas plastic limit was 
inversely influencing the friction angle of the clay. 
 

 
 
Fig. 4. Relative importance of each parameter for the output 
friction angle 

 
5.2 ANN based proposed model equation 
 

After obtaining the final trained weights, a model 
equation was proposed in this section as per [50]. Taking 
into account the weights and biases given in the matrix form 
in the Eq. 6-9, the ANN model takes the following form: 

 

0
1 1

h n

n jk n ji i
i i

f z y f x E
 

        
    

   (11) 

 

where:  
h = number of neurons in hidden layer which is equal to 8 in 
this case,  
Ei = normalized inputs in the range of 0 to 1, 
fn = Activation function, 
n = number of input variables.  

5.1.	�Sensitivity analysis

5.2.	�ANN based proposed model equation
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The following steps [E1-E8 and F1-F6 using Equations 
(12-17) and (18-23) respectively] were carried out for the 
development of the model equation using ANN. The final 
expression obtained was as per equation (24). This equation 
(24) provides a normalized friction angle of the clay. 
Equations (25) and (26) provide the output friction angle of 
the clay in the de-normalized form. 
 

1 11 12 13 14 1E x SC x CC x PL x LL z            (12) 
 

2 21 22 23 24 2E x SC x CC x PL x LL z          (13) 
 

3 31 32 33 34 3E x SC x CC x PL x LL z          (14) 
 

4 41 42 43 44 4E x SC x CC x PL x LL z          (15) 
 

5 51 52 53 54 5E x SC x CC x PL x LL z          (16) 
 

6 61 62 63 64 6E x SC x CL x PL x LL z          (17) 
 

1
1 11

EF y e    (18) 
 

2
2 12

EF y e    (19) 
 

3
3 31

EF y e     (20) 
 

4
4 41

EF y e    (21) 
 

5
5 51

EF y e    (22)  
 

6
6 61

EF y e    (23)  
 

1 1 2 3 4 5 6 0R F F F F F F z          (24)  
 

1Re   (25)  
 

After de-normalization 
 

   max min min0.5 1         (26) 
 

Based on the data collected from the literature, a model 
equation using ANN was proposed (Eq. 26). This equation 
can be used to determine the friction angle of the clay. The 
graph between the predicted Vs targeted friction angle of the 
clay was shown in Figure 3. Therefore, from the Figure 3, 
ANN can be effectively used for the prediction of the friction 
angle of the clay. 
 
 
6. Comparison of the developed model with 
MRA and M5P 
 

Using total dataset used in construction of neural 
network, multiple regression analysis was performed. The 
input data used were sand content, clay content, plastic limit 
and liquid limit and the output was the friction angle of the 
clay. Multiple regression model obtained from the total data 
is presented through Eq. (27). 
 

27.21 0.28 0.19 0.215 0.0023SC CC PL LL           (27) 
 

where ϕ is friction angle of clay, SC is sand content in 
percentage, CC is clay content in percentage, PL is plastic 
limit and LL is liquid limit. 

Comparison among the proposed ANN model was made 
with the one obtained using MRA and M5P was attempted 
in terms of performance measures as shown in Table 3. 
Comparison of the performance measures was carried out 
separately for the training and the testing as shown in the 
Table 3. 

From examination of Table 3 reveals that the values  
of correlation coefficient (r) and the value of coefficient  
of efficiency (R2) for training and testing data improved  
by 25.8% and 47.3% and 3.1% and 10.7% in comparison 
to the MRA model. The values for the MAE, MAPE, RMSE 
and MSE in case of ANN model for training and testing 
data were decreased by 45.6%, 50.0%, 46.6% and 71.5% 
and 41.3%, 39.9%, 23.4% and 41.3% respectively. 
 

 
Table 3. 
Comparison of performance measures of neural network model with the MRA and M5P models 

Performance 
measures 

Prediction model 
ANN  MRA M5P 

Training Testing Training Testing Training Testing 
r 0.93 0.96 0.69 0.93 0.69 0.92 

R2 0.93 0.96 0.49 0.86 0.50 0.83 
MSE 14.30 5.57 50.17 9.49 50.25 9.86 

RMSE 3.78 2.36 7.08 3.08 7.08 3.14 
MAE 3.00 1.62 5.52 2.76 5.56 2.75 

MAPE 14.13 5.62 28.30 9.36 28.52 8.83 
 

6.	�Comparison of the developed model 
with MRA and M5P
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Further study of Table 3 reveals that the r, R2 for training 
and testing data improved by 34.8% and 86.0% and 4.35% 
and 15.6% in comparison to the M5P model. The values of 
MAE, MAPE, RMSE and MSE in case of ANN model for 
training and testing data were decreased by 46.0%, 50.4%, 
46.6% and 71.5% and 41.0%, 36.3%, 24.8% and 42.1% 
respectively. The comparison between ANN model and the 
models developed using MRA and M5P clearly shows the 
superiority of the ANN model in terms of performance 
measures.  
 
Comparison with literature 

The comparison of the ANN model is also attempted 
with the correlation proposed by [57]. The correlation 
proposed by [57] is given below in equation (28).  
 

 43 10 logp PI      (28) 
 

The curve between estimated friction angle from the 
correlation reported by [57] and measured friction angle is 
as shown in Figure 5. From Figure 5 it can be concluded that 
coefficient of determination (R2) attained for the correlation 
reported by [57] was 0.79. This coefficient of determination 
represents weak relationship exists between input and output 
variables. The coefficients of determination (R2) for the 
training and the testing data obtained using ANN were 0.93 
and 0.96 respectively. Therefore, the prediction made using 
artificial neural network was superior to the one obtained 
using empirical correlation available in literature.  
 

 
 
Fig. 5. Curve between measured friction angle and estimated 
friction angle (from Equation (28)) 

7. Conclusions  
 

The present work aims to develop the model equation for 
the prediction of clay friction angle using techniques ANN, 
MRA, and M5P. The independent variables used to obtain 
the model equations were sand content, clay content, plastic 
limit and liquid limit. The following conclusions are put 
forward.  
1. The model was developed for friction angle data of 60 

records. The findings suggest that neural network archi-
tecture's 4-6-1 topology is relatively capable of predicting 
the clay's friction angle with reasonable precision.  

2. The sensitivity analysis reveals that the sand content, 
clay content, liquid limit and plastic limit contribute 
respectively 37%, 29%, 26% and -8%, indicating a rela-
tionship between inputs and output using a connection 
weight approach. 

3. The values of correlation coefficient (r) and the value of 
coefficient of efficiency (R2) for the training and the 
testing data improved by 25.8% and 47.3% and 3.1% and 
10.7% in comparison to the MRA model whereas the 
values for the MAE, MAPE, RMSE and MSE in case of 
ANN model for training and testing data were decreased 
by 45.6%, 50.0%, 46.6% and 71.5% and 41.3%, 39.9%, 
23.4% and 41.3% respectively in comparison to the 
MRA model. 

4. The r, R2 for the training and the testing data improved 
by 34.8% and 86.0% and 4.35% and 15.6% respectively 
in comparison to the M5P model whereas the values of 
MAE, MAPE, RMSE and MSE in case of ANN model 
for training and testing data were decreased by 46.0%, 
50.4%, 46.6% and 71.5% and 41.0%, 36.3%, 24.8% and 
42.1% respectively in comparison to the M5P model. 

5. The values of the statistical parameters (r, R2, MSE, 
RMSE, MAE and MAPE) indicate that the developed 
ANN model was superior to the one obtained using MRA 
and M5P model tree technique. 

6. Model equation was developed for the friction angle of 
the clay using artificial neural networks. This developed 
equation outperformed the empirical equation reported 
in literature.  
On the whole the paper has attempted to provide the 

insight into the application of the soft computing techniques 
to predict the friction angle of the clay. This will help for the 
calculation of the friction angle which otherwise require 
expensive experimentation. In general, the models of the 
neural network have the drawback of giving reasons and 
reasoning behind the model thus obtained. However, 
alternative approaches can also be explored in the future, 
such as support vector machine, particle swarm optimization 
or genetic programming. 

7.	�Conclusions

http://www.archivesmse.org
http://www.archivesmse.org


66

R.K. Dutta, T. Gnananandarao, S. Ladol

Archives of Materials Science and Engineering RESEARCH PAPER
 

References  
 
[1] S.K. Das, P.K. Basudhar, Prediction of residual friction 

angle of clay using ANN, Engineering Geology  
100/3-4 (2008) 142-145.  
DOI: https://doi.org/10.1016/j.enggeo.2008.03.001  

[2] C. Arvanitidis, E. Steiakakis, Z. Agioutantis, Peak 
friction angle of soils as function of grain size, 
Geotechnical and Geological Engineering 37 (2019) 
1155-1167. DOI: https://doi.org/10.1007/s10706-018-
0675-8  

[3] S.A. AI-Hamed, M.F. Wahby, A.M. Aboukarima, 
Artificial Neural Network for soil cohesion and soil 
internal friction angle prediction from soil physical 
properties, International Research Journal of 
Agricultural Science and Soil Science 4/5 (2014) 85-
94. DOI: http:/dx.doi.org/10.14303/irjas.2014.035    

[4] H. Farshbaf, Aghajani, H. Salehzadeh, H. Shahnazari, 
Application of ANN for calculating anisotropic friction 
angle of sands and effect on slope stability, Journal of 
Central South University 22 (2015) 1878-1891. DOI: 
https://doi.org/10.1007/s11771-015-2707-3  

[5] V.K. Varghese, S.S. Babu, R. Bijukumar, S. Cyrus, 
B.M. Abraham, Artificial neural network: A solution  
to the Ambiguity in prediction of engineering 
properties of fine grained soils, Geotechnical and 
Geological Engineering 31/4 (2013) 1187-1205. DOI: 
https://doi.org/10.1007/s10706-013-9643-5  

[6] P. Tizpa, R.J. Chenari, M. Karimpour Fard, S.L. 
Machado, ANN prediction of some geotechnical 
properties of soil from their index parameters, Arabian 
Journal of Geoscience 8 (2015) 2911-2920. DOI: 
https://doi.org/10.1007/s12517-014-1304-3  

[7] A. Tenpe, S. Kaur, Artificial neural network modelling 
for predicting compaction parameters based on index 
properties of soil, International Journal of Science and 
Research 4/7 (2015) 1198-1202. 

[8] G.R. Khanlari, M. Heidari, A.A. Momeni, Y. Abdilor, 
Prediction of shear strength parameters of soils using 
ANN and multivariate regression methods, 
Engineering Geology 131-132 (2012) 11-18. DOI: 
https://doi.org/10.1016/j.enggeo.2011.12.006  

[9] C. Venkatasubramanian, G. Dhinakaran, ANN model 
for predicting CBR from index properties of soils, 
International Journal of Civil and Structural 
Engineering 2/2 (2011) 614-620. 

[10] P.G. Rakaraddi, V. Gomarsi, Establishing relationship 
between CBR with different soil properties, 
International Journal of Research in Engineering and 
Technology 4/2 (2015) 182-188. 

[11] J. Jayan, N. Sankar, Prediction of soils compaction 
parameter using ANN, Asian Journal of Engineering 
and Technology 3/4 (2015) 368-375. 

[12] A.H. Alavi, A.H. Gondomi, A. Mollahassani, A.A. 
Heshmati, A. Rashed, Modelling of maximum  
dry density and optimum moisture content of stabilized 
soil using ANN, Journal Plant and Nutrition and  
Soil Science 173/3 (2010) 368-379. DOI: 
https://doi.org/10.1002/jpln.200800233  

[13] R.K. Dutta, K. Dutta, S. Jeevanandham, Prediction of 
deviator stress of sand reinforced with waste plastic 
strips using ANN, International Journal of Geo-
synthetics and Ground Engineering 1 (2015) 11. DOI: 
https://doi.org/10.1007/s40891-015-0013-7  

[14] R.K. Dutta, V.N. Khatri, T. Gnananandarao, Appli-
cation of soft computing techniques in predicting the 
ultimate bearing capacity of shallow footings resting on 
rock masses, International Journal of Geological and 
Geotechnical Engineering 5/2 (2019) 1-14. 

[15] R.K. Dutta, T. Gnananandarao, V.N. Khatri, 
Application of Soft Computing Techniques in 
Predicting the Ultimate Bearing Capacity of Strip 
Footing Subjected to Eccentric Inclined Load and 
Resting on Sand, Journal of Soft Computing in  
Civil Engineering 3/2 (2019) 30-40. DOI: 
http://dx.doi.org/10.22115/SCCE.2019.144535.1088  

[16] R.K. Dutta, R. Rani, T. Gnananandarao, Prediction 
of Ultimate Bearing Capacity of Skirted Footing 
Resting on Sand Using Artificial Neural Networks, 
Journal of Soft Computing in Civil Engineering 2/4 
(2018) 34-46. DOI:  
http://dx.doi.org/10.22115/SCCE.2018.133742.1066  

[17] T. Gnananandarao, V.N. Khatri, R.K. Dutta, Prediction 
of Bearing Capacity of H Plan Shaped Skirted footing 
on Sand using Soft Computing Techniques, Archives 
of Material Science and Engineering 103/2 (2020) 62-
74. DOI: https://doi.org/10.5604/01.3001.0014.3356  

[18] T. Gnananandarao, R.K. Dutta, V.N. Khatri, Appli-
cation of Artificial Neural Network to Predict the 
Settlement of Shallow Foundations on Cohesionless 
Soils, in: I.V. Anirudhan, V.B. Maji (eds), 
Geotechnical Applications, Lecture Notes in Civil 
Engineering, vol 13, Springer, Singapore, 2019, 51-58. 
DOI: https://doi.org/10.1007/978-981-13-0368-5_6  

[19] R.K. Dutta, P. Kumar, T. Gnananandarao, Neural 
network based prediction of shear wave velocity for 
soils, International Journal of Geological and Geo-
technical Engineering 5/2 (2019) 23-34. 

[20] R.K. Dutta, A. Singh, T. Gnananandarao, Prediction 
of Free Swell Index for the Expansive Soil Using 
Artificial Neural Networks, Journal of Soft Computing 

References

http://www.archivesmse.org
http://www.archivesmse.org
http://www.archivesmse.org


67

Soft computing based prediction of friction angle of clay

Volume 104    Issue 2   August 2020

in Civil Engineering 3/1 (2019) 47-62. DOI: 
http://dx.doi.org/10.22115/SCCE  

[21] A.T.C. Goh, Empirical design in geotechnics using 
neural networks, Geotechnique 45/4 (1995) 709-714. 
DOI: https://doi.org/10.1680/geot.1995.45.4.709  

[22] A.T.C. Goh, Pile driving records reanalyzed using 
neural networks, Journal of Geotechnical Engineering 
122/6 (1996) 492-495.  
DOI: https://doi.org/10.1061/(ASCE)0733-
9410(1996)122:6(492)  

[23] I.M. Lee, J.H. Lee, Prediction of pile bearing capacity 
using artificial neural networks, Computers and 
Geotechnics 18/3 (1996) 189-200. DOI: 
https://doi.org/10.1016/0266-352X(95)00027-8  

[24] C.H. Juang, T. Jiang, A. Christopher, Three-
dimensional site characterisation: Neural network 
approach, Geotechnique 51/9 (2001) 799-809. DOI: 
https://doi.org/10.1680/geot.2001.51.9.799  

[25] M.S. Rahman, J. Wang, W. Deng, J.P. Carter, A neural 
network model for the uplift capacity of suction 
caissons, Computers and Geotechnics 28/4 (2001)  
269-287. DOI: https://doi.org/10.1016/S0266-
352X(00)00033-1  

[26] A.A. Basma, N. Kallas, Modeling soil collapse by 
artificial neural networks, Geotechnical and Geological 
Engineering 22/3 (2004) 427-438. DOI: 
https://doi.org/10.1023/B:GEGE.0000025044.72718.db  

[27] S. Celik, O. Tan, Determination of preconsolidation 
pressure with artificial neural network, Civil Engineer-
ing and Environmental Systems 22/4 (2005) 217-231.  
DOI: https://doi.org/10.1080/10286600500383923  

[28] M. Moosavi, M.J. Yazdanpanah, R. Doostmohammadi, 
Modeling the cyclic swelling pressure of mudrock 
using artificial neural networks, Engineering Geology 
87/3-4 (2006) 178-194.  
DOI: https://doi.org/10.1016/j.enggeo.2006.07.001  

[29] S.K. Das, P.K. Basudhar, Undrained lateral load 
capacity of piles in clay using artificial neural network, 
Computers and Geotechnics 33/8 (2006) 454-459. 
DOI: https://doi.org/10.1016/j.compgeo.2006.08.006  

[30] C. Kayadelen, Estimation of effective stress parameter 
of unsaturated soils by using artificial neural networks, 
International Journal for Numerical and Analytical 
Methods in Geomechanics 32/9 (2008) 1087-1106. 
DOI: https://doi.org/10.1002/nag.660   

[31] K. Rezaei, B. Guest, A. Friedrich, F. Fayazi, M. 
Nakhaei, A. Beitollahi, S.M.F. Aghda, Feed forward 
neural network and interpolation function models to 
predict the soil and subsurface sediments distribution in 
Bam, Iran, Acta Geophysica 57/2 (2009) 271-293. 
DOI: https://doi.org/10.2478/s11600-008-0073-3   

[32] S.E. Cho, Probabilistic stability analyses of slopes 
using the ANN-based response surface, Computers 
and Geotechnics 36/5 (2009) 787-797. DOI: 
https://doi.org/10.1016/j.compgeo.2009.01.003  

[33] S.B. Ikizler, M. Aytekin, M. Vekli, F. Kocabaş, 
Prediction of swelling pressures of expansive soils 
using artificial neural networks, Advances in 
Engineering Software 41/4 (2010) 647-655. DOI: 
https://doi.org/10.1016/j.advengsoft.2009.12.005  

[34] H.I. Park, S.R. Lee, Evaluation of the compression 
index of soils using an artificial neural network, 
Computers and Geotechnics 38/4 (2001) 472-481. 
DOI: https://doi.org/10.1016/j.compgeo.2011.02.011  

[35] H.I. Park, Y.T. Kim, Prediction of strength of 
reinforced lightweight soil using an artificial neural 
network, Engineering Computations: International 
Journal for Computer-Aided Engineering and Software 
28/5 (2011) 600-615.  
DOI: https://doi.org/10.1108/02644401111141037  

[36] H.I. Park, Development of neural network model to 
estimate the permeability coefficient of soils, Marine 
Georesources and Geotechnology 29/4 (2011) 267-278. 
DOI: https://doi.org/10.1080/1064119X.2011.554963   

[37] J.D. Olden, D.A. Jackson, Illuminating the “black box” 
a randomization approach for understanding variable 
contributions in artificial neural networks, Ecological 
Modelling 154 (1998) 135-150.  
DOI: https://doi.org/10.1016/S0304-3800(02)00064-9  

[38] P. Sihag, F. Esmaeilbeiki, B. Singh, I. Ebtehaj,  
H. Bonakdari, Modeling unsaturated hydraulic 
conductivity by hybrid soft computing techniques,  
Soft Computing 23 (2019) 12897-12910. DOI: 
https://doi.org/10.1007/s00500-019-03847-1  

[39] B. Singh, P. Sihag, A. Tomar, A. Sehgad, Estimation of 
compressive strength of high-strength concrete by ran-
dom forest and M5P model tree approaches, Journal of 
Materials and Engineering Structures 6 (2019) 583-592. 

[40] P. Sihag, M. Kumar, B. Singh, Assessment of infiltration 
models developed using soft computing techniques, 
Geology, Ecology, and Landscapes (2020) 1-11. DOI: 
https://doi.org/10.1080/24749508.2020.1720475  

[41] A. Sepahvand, B. Singh, P. Sihag, A.N. Samani, H. 
Ahmadi, S.F. Nia, Assessment of the various soft 
computing techniques to predict sodium absorption 
ratio (SAR), ISH Journal of Hydraulic Engineering 
(2019) 1-12.  
DOI: https://doi.org/10.1080/09715010.2019.1595185  

[42] B. Singh, P. Sihag, K. Singh, Comparison of infiltration 
models in NIT Kurukshetra campus, Applied Water 
Science 8 (2018) 63.  
DOI: https://doi.org/10.1007/s13201-018-0708-8  

http://www.archivesmse.org
http://www.archivesmse.org


68 READING DIRECT: www.archivesmse.orgRESEARCH PAPER

R.K. Dutta, T. Gnananandarao, S. Ladol

 

[43]  B. Singh, K. Singh, R. Kumar, P. Sihag, Future 
prediction and trend analysis of temperature of 
Haryana, Journal of Indian Water Resources Society 
38/2 (2018) 24-27. 

[44] K. Singh, Dharmendra, Power density analysis by using 
soft computing techniques for microbial fuel cell, 
Journal of Environmental Treatment Techniques 
(2019) 1068-1073. 

[45] B. Singh, P. Sihag, K. Singh, Modelling of impact 
of water quality on infiltration rate of soil by random 
forest regression, Modeling Earth Systems and 
Environment 3 (2017) 999-1004.  
DOI: https://doi.org/10.1007/s40808-017-0347-3  

[46] B. Singh, P. Sihag, K. Singh, S. Kumar, Estimation of 
trapping efficiency of a vortex tube silt ejector, 
International Journal of River Basin Management 
(2018) (published online).  
DOI: https://doi.org/10.1080/15715124.2018.1476367  

[47] K. Singh, Dharmendra, Performance of a dual chamber 
microbial fuel cell using sodium chloride as catholyte, 
Pollution 6/1 (2020) 79-86.  
DOI: https://doi.org/10.22059/poll.2019.285668.651  

[48] H. Rahardjo, A. Satyanaga, E.-C. Leong, Y.S. Ng, 
H.T.C. Pang, Variability of residual soil properties, 
Engineering Geology 141-142 (2012) 124-140. DOI: 
https://doi.org/10.1016/j.enggeo.2012.05.009  

[49] P.A.G. Viran, A. Binal, Effects of repeated freeze thaw 
cycles on physio mechanical properties of cohesive 
soils, Arabian Journal of Geosciences 11 (2018) 250. 
DOI: https://doi.org/10.1007/s12517-018-3592-5  

[50] R. Nithiaraj, W.H. Ting, A.S. Balasubramaniam, 
Strength parameters of residual soils and application to 
stability analysis of anchored slopes, Geotechnical 
Engineering Journal 27/2 (1996) 55-82. 

[51] M.O. Karkush, T.A.A. AL-Taher, Geotechnical 
evaluation of clayey soil contaminated with industrial 
waste water, Archives of Civil Engineering 63/1 (2017) 
47-62. DOI: https://doi.org/10.1515/ace-2017-0004   

[52] S.K. Singh, R.K. Srivastava, S. John, Studies on soil 
contamination due to used oil and its remediation, 
Canadian Geotechnical Journal 46/9 (2009) 1077-1083. 
DOI: https://doi.org/10.1139/T09-047  

[53] S.A. Naeini, S.M. Sadjadi, Effect of waste polymer 
materials on shear strength of unsaturated clays, 
Electronic Journal of Geotechnical Engineering 13 
(2008) 1-12. 

[54] M.M.E. Zumrawi, L.A.D. Mohammed, Correlation of 
placement and soil intrinsic properties with shear 
strength of cohesive soils, Proceedings of the 7th Annu-
al Conference for Postgraduate Studies and Scientific 
Research Basic Sciences and Engineering Studies on 
Scientific Research and Innovation for Sustainable 
Development in Africa, Friendship Hall, University of 
Khartoum, Khartoum, Sudan, 2016, Vol. 6, 234-239. 

[55] R. Alias, A. Kasa and M.R. Taha, Effective shear 
strength parameters for remoulded granite residual soil 
in direct shear and triaxial test, Electronic Journal of 
Geotechnical Engineering 19 (2014) 4559-4569. 

[56] M.A. Shahin, M.B. Jaksa and H.R. Maier, Artificial 
neural network-based settlement prediction formula for 
shallow foundations on granular soils, Australian 
Geomechanics: Journal and News of the Australian 
Geomechanics Society 37/4 (2002) 45-52. 

[57] K.K. Sorensen, N. Okkels, Correlation between drained 
shear strength and plasticity index of undisturbed over 
consolidated clay, Proceedings of the 18th International 
Conference on Soil Mechanics and Geotechnical 
Engineering, Paris, 2013, Vol. 1, 423-428. 

 
 

© 2020 by the authors. Licensee International OCSCO World Press, Gliwice, Poland. This paper is an 
open access paper distributed under the terms and conditions of the Creative Commons Attribution-
NonCommercial-NoDerivatives 4.0 International (CC BY-NC-ND 4.0) license  
(https://creativecommons.org/licenses/by-nc-nd/4.0/deed.en). 

 

http://www.archivesmse.org
http://www.archivesmse.org

