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Figure 10. The noise balanced training process. a) Rule 1: The helipad space-time representation is
presented as input, .50 cycles of backpropagation follow. During this time the matrix changes dynamically.

b) Rule 2: Dynamic white noise is presented as input, the matrix changes dynamically. 50 cycles of
backpropagation follow.

Figure 11. Experiment 2. Some selected rejection
and detection results.

6 Discussion

Throughout many practical experiments the
only found way to push the OT autoencoder to the
zero error plateau is by using the described pro-
gressive learning method, starting with a fixed size
and releasing rotation and scale variations step by
step. According to the obtained results the proposed
space matrix representation contains enough fea-
ture information as to allow accurate helipad recog-
nition, against dynamic white noise and against
countless many other images of the real world.

The training of the recognizer network N2 in-
volves processing real world images with real world
timing, where this later parameter given by the lo-
cal hardware clock. In our experiments any changes

in timing due to hardware characteristics were ab-
sorbed by the training itself.

During its entire learning life the deep network
only sees the chosen object (helipad) as a hyper ex-
ample and noise as counter example. This isolated
condition defines a strong object-network bond that
makes possible a sturdy recognition capacity sup-
porting intricate 3D changes in position tilt and
scale. Also by just watching noise as counter ex-
amples the processor successfully rejects uncount-
able many other images coming from a complex
real world. We prove that a particular factor learned
from configurations of other factors can generalize
well.

7 Conclusion

In this work we propose a novel DNN archi-
tecture for tracking and recognizing a chosen ob-
ject whose image is captured by a regular webcam.
We introduce an offset tracking autoencoder (OT
autoencoder) that is extensively trained with sub-
stitutional reality as to achieve zero tracking error
in a discrete ambient. The trained autoencoder par-
ticipates in a real world vision controlled loop and
produces a self-motivated tracking agent, capable of
predicting locations in never seen images and cod-
ing this information in highly compressed data. We
enrich the deep model by introducing a matrix of
short term memory elements that help to expand the
compressed data in space, creating new space-time
matrix representations. These elements are deliv-
ered as input to a second shallow network which
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Abstract

This paper addresses the issue how to strike a good balance between accuracy and com-
pactness in classification systems - still an important question in machine learning and
data mining. The fuzzy rule-based classification approach proposed in current paper ex-
ploits the method of rule granulation for error reduction and the method of rule consoli-
dation for complexity reduction. The cooperative nature of those methods - the rules are
split in a way that makes efficient rule consolidation feasible and rule consolidation itself
is capable of further error reduction - is demonstrated in a number of experiments with
nine benchmark classification problems. Further complexity reduction, if necessary, is
provided by rule compression.
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1 Introduction

Classification is a basic task in performing
data analysis or pattern recognition, therefore many
problems in very different fields (such as biology,
medicine, information retrieval, national security,
speech/handwriting recognition, spam filtering etc.)
can be represented as classification problems. This
explains the need for increasingly accurate, reliable
and computationally efficient classifiers [3].

Simply put, a classifier is a function that assigns
a class label to an object (observation) on the basis
the object description. The latter is given by a vec-
tor that contains values of the features or attributes
(present paper focuses only on data sets with nu-
merical attributes but the attributes can also be nom-
inal and ordinal) of the object that are considered to
be relevant for the classification task. Usually, the
classifier is trained to predict class labels using a
training algorithm and a training data set. Once the
training is completed, the classifier is expected to
perform favorably on unseen objects.

There exists a number of classification algo-
rithms including Bayesian classifiers [12], nearest
neighbor classifiers [11], rule-based classifiers [9],
support vector machines [10], classification trees
[6, 26], neural classifiers [8, 23], fuzzy logic-based
classifiers [4, 17, 19] and many hybrid and ensem-
ble methods [27, 30].

Fuzzy rule-based classifiers are fuzzy systems
specifically configured for performing classification
tasks that consist of a number of classification rules
and utilize fuzziness only in the reasoning mecha-
nism of the classifier [21]. Often, fuzzy rule-based
classifiers are considered more intuitive and inter-
pretable than more common black box classifica-
tion systems [24]. Although interpretability and ac-
curacy are considered to be contradictive require-
ments, fuzzy rule-based classifiers are not necessar-
ily less accurate than other classifiers.

Generally speaking, the goal in fuzzy rule-
based classification is to obtain the maximum pos-
sible classification accuracy with as simple classi-
fier as possible. Classification accuracy that a data-
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driven fuzzy rule-based classifier is able to achieve,
first and foremost depends on the properties of the
data set. Instances of classes that are separate from
instances of other classes in product space are easy
to classify correctly whereas high overlap of classes
can make it very difficult to obtain an accurate clas-
sifier.

The class distributions that do not separate nat-
urally in product space typically need to be mod-
eled with increased level of granularity. Alterna-
tively, optimal or near-optimal decision border may
be provided by suitable rule placement. In this
study we propose an approach that explores both
these options to yield accurate yet compact classi-
fiers.

The proposed approach includes the following
steps: 1) classifier initialization (generation of a
minimal rule classifier); 2) rule splitting procedure
that gradually increases granularity of the classifier
until satisfying accuracy level has been met; 3) rule
consolidation that reduces the number of classifica-
tion rules either maintaining the obtained level of
accuracy or even improving on that. These steps of
the approach are described in sections 3.1, 3.2 and
3.3, respectively.

The 10-fold cross-validation classification re-
sults on nine benchmark datasets provided in sec-
tion 5 demonstrate the competitiveness of the pro-
posed approach. If desired, complexity of a fuzzy
classifier can be further reduced by reducing the
number of conditions in the rules (termed as rule
compression).

2 Preliminaries

A fuzzy rule-based classifier consists of R rules
in the following format

IF x1 is A1r AND x2 is A2r AND ... AND
xN is ANr THEN y belongs to class cr,

(1)

where Air denote the linguistic labels of the i-th fea-
ture associated with the r-th rule (i = 1, ...,N;r =
1, ...,R) and cr is a class label assigned to the r-th
rule (cr ∈ {1, ...,T}). Note that the actual numer-
ical value of cr is irrelevant, it just functions as a
label because class is a nominal variable.

Each Air has its representation in the numeri-
cal domain - a typically normal and convex mem-

bership function µir. In present study we employ
the membership functions (MFs) that are built upon
two Gaussian curves defined by the positions of the
peaks b1 and b2 and standard deviations σ1 and σ2,
respectively. We assume that b1 = b2 = b thus the
MF appears as

µ(x) =





e
− (x−b)2

2σ2
1 , x < b

e
− (x−b)2

2σ2
2 , x ≥ b

. (2)

From 2 we derive the expressions for σ1 and σ2 so
that µ(a) = µ(c) = α, α < 1.
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− (a−b)2

2σ2
1 ⇒ σ1 =

√
−(a−b)2

2 ln(α)
, (3)

α = e
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By substituting 3 and 4 into 2 we obtain

µ(x) =




e
lnα(x−b)2

(a−b)2 , x < b

e
lnα(x−b)2

(c−b)2 , x ≥ b
, (5)

which further simplifies into

µ(x) =

{
α( x−b

a−b )
2
, x < b

α( x−b
c−b )

2
, x ≥ b

. (6)

Note that the parameters of 6 - a,b,c and α - are
easier to interpret than the standard deviations of 2
that is evidenced in Figure 1.

Figure 1. The Gaussian MF employed in current
study and the meaning of its parameters.

The reasoning mechanism of a fuzzy rule-based
classifier is usually implemented by the single win-
ner approach [1, 16, 18, 20, 24, 31] that selects the
class label cr, associated with the rule that provides
the highest rule activation degree (τr) for the vector
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driven fuzzy rule-based classifier is able to achieve,
first and foremost depends on the properties of the
data set. Instances of classes that are separate from
instances of other classes in product space are easy
to classify correctly whereas high overlap of classes
can make it very difficult to obtain an accurate clas-
sifier.

The class distributions that do not separate nat-
urally in product space typically need to be mod-
eled with increased level of granularity. Alterna-
tively, optimal or near-optimal decision border may
be provided by suitable rule placement. In this
study we propose an approach that explores both
these options to yield accurate yet compact classi-
fiers.

The proposed approach includes the following
steps: 1) classifier initialization (generation of a
minimal rule classifier); 2) rule splitting procedure
that gradually increases granularity of the classifier
until satisfying accuracy level has been met; 3) rule
consolidation that reduces the number of classifica-
tion rules either maintaining the obtained level of
accuracy or even improving on that. These steps of
the approach are described in sections 3.1, 3.2 and
3.3, respectively.

The 10-fold cross-validation classification re-
sults on nine benchmark datasets provided in sec-
tion 5 demonstrate the competitiveness of the pro-
posed approach. If desired, complexity of a fuzzy
classifier can be further reduced by reducing the
number of conditions in the rules (termed as rule
compression).

2 Preliminaries

A fuzzy rule-based classifier consists of R rules
in the following format

IF x1 is A1r AND x2 is A2r AND ... AND
xN is ANr THEN y belongs to class cr,

(1)

where Air denote the linguistic labels of the i-th fea-
ture associated with the r-th rule (i = 1, ...,N;r =
1, ...,R) and cr is a class label assigned to the r-th
rule (cr ∈ {1, ...,T}). Note that the actual numer-
ical value of cr is irrelevant, it just functions as a
label because class is a nominal variable.

Each Air has its representation in the numeri-
cal domain - a typically normal and convex mem-

bership function µir. In present study we employ
the membership functions (MFs) that are built upon
two Gaussian curves defined by the positions of the
peaks b1 and b2 and standard deviations σ1 and σ2,
respectively. We assume that b1 = b2 = b thus the
MF appears as

µ(x) =





e
− (x−b)2

2σ2
1 , x < b

e
− (x−b)2

2σ2
2 , x ≥ b

. (2)

From 2 we derive the expressions for σ1 and σ2 so
that µ(a) = µ(c) = α, α < 1.

α = e
− (a−b)2

2σ2
1 ⇒ σ1 =

√
−(a−b)2

2 ln(α)
, (3)

α = e
− (c−b)2

2σ2
2 ⇒ σ2 =

√
−(c−b)2

2 ln(α)
. (4)

By substituting 3 and 4 into 2 we obtain

µ(x) =




e
lnα(x−b)2

(a−b)2 , x < b

e
lnα(x−b)2

(c−b)2 , x ≥ b
, (5)

which further simplifies into

µ(x) =

{
α( x−b

a−b )
2
, x < b

α( x−b
c−b )

2
, x ≥ b

. (6)

Note that the parameters of 6 - a,b,c and α - are
easier to interpret than the standard deviations of 2
that is evidenced in Figure 1.

Figure 1. The Gaussian MF employed in current
study and the meaning of its parameters.

The reasoning mechanism of a fuzzy rule-based
classifier is usually implemented by the single win-
ner approach [1, 16, 18, 20, 24, 31] that selects the
class label cr, associated with the rule that provides
the highest rule activation degree (τr) for the vector
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xk = (x1(k),xi(k), ...,xN(k)) representing k-th ob-
servation.

y(k) = cr,arg max
1≤r≤R

(τr(k)), (7)

where

τr(k) =
N∩

i=1

µir(xi(k)), (8)

where
∩N

i represents the minimum operator corre-
sponding to the linguistic operator AND in 1.

3 The proposed method

This Section starts with the description of
the rule generation routine that is applied when-
ever a subset of data is at hand, upon which
a classification rule needs to be constructed.

Figure 2. Generation of the r-th rule in product
space (N = 2). Note that within the rule borders

(grey area) τr > α (this is ensured by the minimum
operator in refeq:tau).

Given a subset of data Sr that contains Kr obser-
vations and its mean mr = (m1r,m2r, ...,mNr) that is
the geometric centroid of the data points in Sr

mr = ∑
k∈Sr

xk/Kr, (9)

the MFs µir of form refeq:mfs are created in all di-
mensions i. Given a predefined value of α (α =
0.005 in all following experiments), the MF param-
eters air,bir,cir are obtained as follows. For each i

air = min
k∈Sr

(xi(k)),cir = max
k∈Sr

(xi(k)),

bir = mir.
(10)

Following this a rule

IF x1 is A1r AND x2 is A2r...
AND xi is Air... AND xN is ANr

THEN y belongs to class cr,
(11)

where Air represent the MFs µir and cr is the class
that is represented by the majority of observations
in subset Sr, is constructed (Figure 2).

3.1 Minimal rule classifiers

The simplest classifier possible is the minimal
rule classifier (MRC) that specifies only one rule
for each class. The training data set is divided into
T subsets so that each subset contains only the sam-
ples belonging to one of T classes and the rule gen-
eration routine refeq:makeMFs-refeq:classst1 is ex-
ecuted until all subsets have been covered. Unless
the classes are well separable in the product space,
the MRC usually comes with a number of misclas-
sified samples, depending on how “bad” the data is.

It is worth noting that if we replace the desig-
nated MFs refeq:mfs with standard Gaussian func-
tions

µ(x) =
1

σ
√

2π
e−

(x−b)2

2σ2 , (12)

and use

bir = mir,σir =

√
1
Kr

∑
k∈Sr

(xi(k)−mir)2, (13)

in the rule generation process and multiply τr(k) in
refeq:classinf by a rule weight wr(k), which is com-
puted as the prior probability of class cr samples in
training data (the number of samples belonging to
class cr divided by the overall number of samples
K) then the MRC what we obtain is, in fact, a Naive
Bayesian classifier.

3.2 Rule granulation for error minimiza-
tion

Each rule of the minimal rule classifier governs
a subset of data Sr consisting of Kr samples and
usually there is a number of misclassified samples
within this subset. The latter figure is denoted by ηr

and called local error. The global error (η) is given
by

η =
R

∑
r=1

ηr. (14)
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Classification error reduction is carried out by
a sequence of rule splits so that at each iteration a
parent rule is selected and split into two offspring
rules. The offspring rules replace the parent rule,
which means that at each iteration the number of
classification rules increases by one. Usually there
is a number of choices on which parent rule to pick
and how to make the split. The first choice for the
parent rule is a rule p with the highest local error

p = r,arg max
1≤r≤R

(ηr). (15)

If there are several rules with the same local error,
we simply choose the one with the highest Kr of
those.

The rule splitting cut can be made around each
erroneous sample under the parent rule. At given
iteration, a single cut is allowed at one of N co-
ordinates, thus the overall number of potential rule
splits at the iteration equals N ×ηp. For example,
in the situation depicted in Figure 3, N = 2, ηp = 1
and thus two cuts are possible.

A cut divides the Kp samples of the parent rule
into two subsets So and Sq that form the basis of
two offspring rules, Ro and Rq. Note that the er-
roneous sample is always sided with the offspring
rule that contains less samples. Of available cuts
the one that results in the best performing classi-
fier (yielding the least number of η) is selected. It
is possible that there are several cuts that result in
classifiers with the same number of erroneous sam-
ples. In this case we choose the cut that has the
minimal value of max(ηo,ηq) - generally this leads
to faster convergence. If this still leaves us several
equally good candidates, we choose the cut that has
a smaller value of min(Ko,Kq).

The splitting continues until η reaches either
zero (as in Figure 3, right), some other pre-specified
higher value or yet another ending criterion (e.g.
pre-set overall accuracy rate, overall number of
rules) becomes satisfied.

3.3 Rule consolidation

The procedure for reducing the number of rules
of classifiers is outlined in [29] and termed rule base
consolidation. During the consolidation, weaker
rules (governing few samples) are constantly los-
ing their samples to stronger rules (those governing
many samples). Each such sample transfer is valid

as long as accuracy of the classifier is not compro-
mised. As a natural result, many of the weaker rules
become obsolete.

The rules are ranked by their strength (the num-
ber of samples they govern) in ascending order
p ∈ {1, ...,R}. The process starts from the lowest
ranked rule (p = 1):

1. Pick a rule Rr with the rank p.

2. Pick k-th sample (k = 1, ...,Kr) from the subset
Sr governed by rule Rr.

3. Transfer this sample from Sr to the subset Sq cor-
responding to Rq, the next rule in the ranking
that matches the class of the sample (cq = yk).

4. Update the MFs of both Rr and Rq on the basis
of modified subsets Sr and Sq, respectively.

It is then verified if the accuracy loss due to con-
solidation has occurred (the global error of the con-
solidated classifier has increased). If there is no ac-
curacy loss, the tranfer is accepted. Otherwise, the
transfer is rejected. Based on this decision we pro-
ceed as follows:

– If the transfer is accepted and k < Kr, increment
k (select the next sample from Sr). If k, however,
already equals Kr, delete rule Rr along with as-
sociated MFs, update the ranking, increment p
and go back to step 1.

– If the transfer is rejected, first discard the
changes to the MFs of Rr and Rq, pick the next
matching rule from the ranking and go back
to step 3. If we already have reached the last
matching rule in the ranking, select the next
sample from subset Sr (increment k) and go to
step 2. If k already equals Kr as well, increment
p and return to step 1.

The process comes to an end when we have reached
the last rule in the ranking (p = R). It can be, how-
ever, started over from the beginning and carried on
until the consolidation stabilizes (i.e. there are no
more accepted transfers).

4 Results

All nine data sets that have been chosen for clas-
sification experiments and verification of the pro-
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Classification error reduction is carried out by
a sequence of rule splits so that at each iteration a
parent rule is selected and split into two offspring
rules. The offspring rules replace the parent rule,
which means that at each iteration the number of
classification rules increases by one. Usually there
is a number of choices on which parent rule to pick
and how to make the split. The first choice for the
parent rule is a rule p with the highest local error

p = r,arg max
1≤r≤R

(ηr). (15)

If there are several rules with the same local error,
we simply choose the one with the highest Kr of
those.

The rule splitting cut can be made around each
erroneous sample under the parent rule. At given
iteration, a single cut is allowed at one of N co-
ordinates, thus the overall number of potential rule
splits at the iteration equals N ×ηp. For example,
in the situation depicted in Figure 3, N = 2, ηp = 1
and thus two cuts are possible.

A cut divides the Kp samples of the parent rule
into two subsets So and Sq that form the basis of
two offspring rules, Ro and Rq. Note that the er-
roneous sample is always sided with the offspring
rule that contains less samples. Of available cuts
the one that results in the best performing classi-
fier (yielding the least number of η) is selected. It
is possible that there are several cuts that result in
classifiers with the same number of erroneous sam-
ples. In this case we choose the cut that has the
minimal value of max(ηo,ηq) - generally this leads
to faster convergence. If this still leaves us several
equally good candidates, we choose the cut that has
a smaller value of min(Ko,Kq).

The splitting continues until η reaches either
zero (as in Figure 3, right), some other pre-specified
higher value or yet another ending criterion (e.g.
pre-set overall accuracy rate, overall number of
rules) becomes satisfied.

3.3 Rule consolidation

The procedure for reducing the number of rules
of classifiers is outlined in [29] and termed rule base
consolidation. During the consolidation, weaker
rules (governing few samples) are constantly los-
ing their samples to stronger rules (those governing
many samples). Each such sample transfer is valid

as long as accuracy of the classifier is not compro-
mised. As a natural result, many of the weaker rules
become obsolete.

The rules are ranked by their strength (the num-
ber of samples they govern) in ascending order
p ∈ {1, ...,R}. The process starts from the lowest
ranked rule (p = 1):

1. Pick a rule Rr with the rank p.

2. Pick k-th sample (k = 1, ...,Kr) from the subset
Sr governed by rule Rr.

3. Transfer this sample from Sr to the subset Sq cor-
responding to Rq, the next rule in the ranking
that matches the class of the sample (cq = yk).

4. Update the MFs of both Rr and Rq on the basis
of modified subsets Sr and Sq, respectively.

It is then verified if the accuracy loss due to con-
solidation has occurred (the global error of the con-
solidated classifier has increased). If there is no ac-
curacy loss, the tranfer is accepted. Otherwise, the
transfer is rejected. Based on this decision we pro-
ceed as follows:

– If the transfer is accepted and k < Kr, increment
k (select the next sample from Sr). If k, however,
already equals Kr, delete rule Rr along with as-
sociated MFs, update the ranking, increment p
and go back to step 1.

– If the transfer is rejected, first discard the
changes to the MFs of Rr and Rq, pick the next
matching rule from the ranking and go back
to step 3. If we already have reached the last
matching rule in the ranking, select the next
sample from subset Sr (increment k) and go to
step 2. If k already equals Kr as well, increment
p and return to step 1.

The process comes to an end when we have reached
the last rule in the ranking (p = R). It can be, how-
ever, started over from the beginning and carried on
until the consolidation stabilizes (i.e. there are no
more accepted transfers).

4 Results

All nine data sets that have been chosen for clas-
sification experiments and verification of the pro-
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Figure 3. Rule granulation. With other criteria being equal, cut 2 in the left graph is preferred over cut 1
because the offspring rule R2 governs less samples than any of involved rules in the alternative scenario.

Cut 2 in the middle graph is preferred over cut 1 because it promptly reduces the classification error to zero.

posed method, are well-known, feature frequently
in classification and pattern recognition studies and
are available through the UCI Machine Learning
Repository [5]. These are the Iris [14], Wine [2],
Thyroid [25], Glass [13], BUPA Liver Disorders
[34], Cleveland Heart Disease [15], Pima Indian Di-
abetes [32] and two variants of Wisconsin Breast
Cancer data sets (referred to as WDBC [33] and
Breast Cancer [35], respectively).

The MRCs for those classification problems are
given in Table 1.

Table 1. MRC results on benchmark problems.

Data set name N T K ε (%) η
Iris 4 3 150 94.67 8

Wine 13 3 178 95.51 8
Thyroid 21 3 3772 99.89 4
WDBC 30 2 569 95.61 25

Breast Cancer 9 2 683 58.27 285
Glass 9 6 214 58.88 88
Bupa 6 2 345 59.13 141

Cleveland 13 5 297 24.58 224
Pima 8 2 768 55.99 338

The table shows the number of features (N), the
number of classes (T ) and the number of samples
(K) for each data set, as well as the number of mis-
classified samples (η) and overall accuracy (ε) of
corresponding MRCs. The latter is computed as

ε = 1−η/K, (16)

and we can see that for several classification prob-
lems listed in Table 1, accuracy of MRCs is not par-
ticularly high.

Table 2. Comparison of simple classifiers on
benchmark problems.

Data set name T MRC NBC CART
Iris 3 96.00 96.00 96.00

Wine 3 95.51 98.88 88.76
Thyroid 3 99.89 92.57 97.91
WDBC 2 95.61 94.02 92.27

Breast Cancer 2 94.28 96.34 92.68
Glass 6 72.43 54.67 71.03
Bupa 2 65.80 55.94 63.19

Cleveland 5 59.93 62.29 59.60
Pima 2 67.19 76.17 73.57

Rule consolidation algorithm alone is often able
to improve the classification accuracy because it
can transfer the misclassified samples to properly
labelled rules. For example, when rule consolida-
tion is applied to the MRCs from Table 1, it re-
duces the initial classification error considerably
for some, previously ill-classified data sets. This
way, classification accuracy for the Iris data set in-
creases from 94.67% to 96.00% (6 erroneous sam-
ples); from 58.27% to 94.29% (39 erroneous sam-
ples) for Breast Cancer data set; from 59.13% to
65.80% (118 erroneous samples) for BUPA data
set; from 24.58% to 59.93% (119 erroneous sam-
ples) for Cleveland Heart Disease data set; from
55.99% to 67.19% (252 erroneous samples) for
Pima Indian Diabetes data set and from 58.88% to
72.43% (59 erroneous samples) for the Glass data
set.

Comparison between the consolidated MRCs,
Naive Bayesian classifiers and decision trees
(CART, [6]) with T leaf nodes is given in Table 2.
The best result for each data set is highlighted.
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Figure 4 plots the error curves in blue through-
out the rule granulation steps for all benchmark data
sets. Depending on the initial error and data set
properties it takes a varying number of splits to ob-
tain the minimum error classifier (MEC) at the last
split. Broadly speaking, the data sets in the first
row are the easy ones, the data sets in the second
row are more difficult and the ones in the last row
present a challenge. Typically, we can see a rapid
improvement of classification accuracy in the be-
ginning of the training process (which does not last
long). This is followed by a more hectic or stagna-
tion phase where there is almost no improvement
(the latter phenomenon is particularly clearly ev-
idenced in the graph related to the Breast Cancer
data set) just further fragmentation of rules. In the
last phase of the training, however, the improve-
ment is slow but steady (this is because at this point
the rules that contain errors are small).

Table 3. the number of rules of benchmark data set
MECs before (Rs) and after consolidation (Rc) and

the number of leaf nodes of decision trees
describing the same problem (nl).

Data set name Rs Rc nl (CART)
Iris 10 7 9

Wine 9 4 12
Thyroid 10 6 13
WDBC 24 7 22

Breast Cancer 40 12 32
Glass 51 22 50
Bupa 104 35 80

Cleveland 124 42 101
Pima 202 54 128

Table 3 contains the number of rules of MECs after
rule granulation (Rs) and after consolidation (Rc).
Comparable complexity measure, i.e. the number
of leaf nodes (nl) of a CART applied for the same
classification problem is added for reference. From
this comparison we can see that while for some data
sets nl can be smaller than Rs, it is always larger
than Rc.

The green curve in Figure 4 indicates the corre-
sponding accuracy rates of the classifiers to which
instantaneous consolidation is applied after each
split. We can see that when rule consolidation is
applied to an erroneous classifier it typically gives
a significant boost in accuracy, especially for “dif-

ficult” data sets. The red curve tied to the second
y-axis in these graphs depicts the number of rules
after each consolidation operation.

In practice, however, we do not need so much
a flawless and possibly overtrained classifier with
many parameters, rather than a compact one that
would capture the essence of the classification prob-
lem. For this we should be able to guess the break-
ing point or the “soft spot” in learning located
somewhere in the second phase when the algorithm
is turning its attention to the erroneous samples,
which, for all we know could be just measurement
errors or outliers in the data.

5 Performance on unseen data

In previous Sections we have shown that using
the combination of rule granulation and consolida-
tion, it is possible to obtain the classifiers of arbi-
trary accuracy (on training data, that is). In prac-
tice, however, the ability of a classifier to learn the
training data is less important than its generalization
ability, i.e its ability to predict the class labels for
new, unseen samples of data. This ability is usually
estimated using 10-fold cross validation by which
the original data set is randomly divided into 10 dis-
joint sets (folds) of equal size where each fold has
roughly the same class distribution. The classifier is
trained 10 times, each time with a different set held
out as a test set and the other 9 subsets put together
to form a training set. This way each data point gets
to be in a test set exactly once and in a training set
9 times. In the end, the mean values of training and
testing accuracies across all 10 trials are computed
that serve as the performance measures.

We have performed cross validation on four
types of classifiers, namely: Naive Bayesian classi-
fiers, consolidated MRCs, classifiers obtained with
the proposed granulation-consolidation method and
CARTs.

Note that in order to avoid overfitting in the pro-
posed method, the rules are split until the highest
local error has come down to a pre-specified value
ηmin that is roughly correlated to the initial train-
ing error. For Iris, Wine and Thyroid data sets, thus
ηmin = 1, for WDBC, Breast Cancer and Glass data
sets, ηmin = 3, for BUPA and Cleveland data sets
ηmin = 5 and for the Pima data set ηmin = 10. The
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Figure 4 plots the error curves in blue through-
out the rule granulation steps for all benchmark data
sets. Depending on the initial error and data set
properties it takes a varying number of splits to ob-
tain the minimum error classifier (MEC) at the last
split. Broadly speaking, the data sets in the first
row are the easy ones, the data sets in the second
row are more difficult and the ones in the last row
present a challenge. Typically, we can see a rapid
improvement of classification accuracy in the be-
ginning of the training process (which does not last
long). This is followed by a more hectic or stagna-
tion phase where there is almost no improvement
(the latter phenomenon is particularly clearly ev-
idenced in the graph related to the Breast Cancer
data set) just further fragmentation of rules. In the
last phase of the training, however, the improve-
ment is slow but steady (this is because at this point
the rules that contain errors are small).

Table 3. the number of rules of benchmark data set
MECs before (Rs) and after consolidation (Rc) and

the number of leaf nodes of decision trees
describing the same problem (nl).

Data set name Rs Rc nl (CART)
Iris 10 7 9

Wine 9 4 12
Thyroid 10 6 13
WDBC 24 7 22

Breast Cancer 40 12 32
Glass 51 22 50
Bupa 104 35 80

Cleveland 124 42 101
Pima 202 54 128

Table 3 contains the number of rules of MECs after
rule granulation (Rs) and after consolidation (Rc).
Comparable complexity measure, i.e. the number
of leaf nodes (nl) of a CART applied for the same
classification problem is added for reference. From
this comparison we can see that while for some data
sets nl can be smaller than Rs, it is always larger
than Rc.

The green curve in Figure 4 indicates the corre-
sponding accuracy rates of the classifiers to which
instantaneous consolidation is applied after each
split. We can see that when rule consolidation is
applied to an erroneous classifier it typically gives
a significant boost in accuracy, especially for “dif-

ficult” data sets. The red curve tied to the second
y-axis in these graphs depicts the number of rules
after each consolidation operation.

In practice, however, we do not need so much
a flawless and possibly overtrained classifier with
many parameters, rather than a compact one that
would capture the essence of the classification prob-
lem. For this we should be able to guess the break-
ing point or the “soft spot” in learning located
somewhere in the second phase when the algorithm
is turning its attention to the erroneous samples,
which, for all we know could be just measurement
errors or outliers in the data.

5 Performance on unseen data

In previous Sections we have shown that using
the combination of rule granulation and consolida-
tion, it is possible to obtain the classifiers of arbi-
trary accuracy (on training data, that is). In prac-
tice, however, the ability of a classifier to learn the
training data is less important than its generalization
ability, i.e its ability to predict the class labels for
new, unseen samples of data. This ability is usually
estimated using 10-fold cross validation by which
the original data set is randomly divided into 10 dis-
joint sets (folds) of equal size where each fold has
roughly the same class distribution. The classifier is
trained 10 times, each time with a different set held
out as a test set and the other 9 subsets put together
to form a training set. This way each data point gets
to be in a test set exactly once and in a training set
9 times. In the end, the mean values of training and
testing accuracies across all 10 trials are computed
that serve as the performance measures.

We have performed cross validation on four
types of classifiers, namely: Naive Bayesian classi-
fiers, consolidated MRCs, classifiers obtained with
the proposed granulation-consolidation method and
CARTs.

Note that in order to avoid overfitting in the pro-
posed method, the rules are split until the highest
local error has come down to a pre-specified value
ηmin that is roughly correlated to the initial train-
ing error. For Iris, Wine and Thyroid data sets, thus
ηmin = 1, for WDBC, Breast Cancer and Glass data
sets, ηmin = 3, for BUPA and Cleveland data sets
ηmin = 5 and for the Pima data set ηmin = 10. The
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Figure 4. The learning curves of the proposed approach on nine benchmark data sets with and without rule
consolidation (green and blue lines, respectively). The number of consolidated rules at each training step is

depicted by a red curve.

Table 4. Stratified 10-fold cross validation results on benchmark data sets.

Data set
NBC MRC proposed method CART

R εtr εtst εtr εtst Rs Rc εtr εtst nl εtr εtst

Iris 3 96.07 95.33 95.85 94.67 5.5 4.4 98.30 96.67 4.7 98.15 95.33
Wine 3 98.44 96.66 95.88 91.63 5.2 4.0 99.62 95.00 8.1 99.19 90.52

Thyroid 3 92.59 92.67 99.81 99.42 5.3 4.0 99.94 99.44 11.2 99.98 99.66
WDBC 2 93.91 93.33 95.72 93.85 8.4 5.5 98.63 94.03 8.3 97.85 93.68

BC 2 96.24 96.20 92.24 92.39 8.5 5.7 98.75 95.32 9.6 97.69 95.31
Glass 6 54.41 50.87 68.70 53.75 20.1 13.9 93.82 65.46 19.2 87.07 62.73
BUPA 2 57.46 54.23 64.38 59.50 22.9 16.1 90.60 69.56 19.5 84.35 68.96

Cleveland 5 63.63 55.13 61.58 53.98 29.9 18.8 86.04 54.86 26.4 78.04 53.22
Pima 2 76.45 75.26 69.46 67.97 27.3 19.8 89.19 75.26 22.5 85.32 73.83
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same values of ηmin serve as the node splitting stop
criteria for individual data sets in a CART - a node is
no longer split if it contains ηmin (or less) erroneous
samples. Also note that the data folds are fixed for
all compared algorithms to obtain comparable clas-
sification results.

The results of the validation are given in Table 4
where εtr and εtst denote the training and testing ac-
curacies, respectively, and the best testing accuracy
for each data set is highlighted.

The cross-validation results partially confirm
the frequent claim that “Naive Bayes can often out-
perform more sophisticated classification methods”
[22] as Naive Bayes appears to be winner in 3 out
of 9 cases and ties once with the proposed method.
When it loses, however, it can lose by a large mar-
gin as the results on Glass, BUPA and Thyroid data
sets indicate.

On the other hand, the proposed method is
the overall winner in still more cases, outperforms
CART in terms of testing accuracy in 8 out of 9
cases and the number of fuzzy rules after consoli-
dation (Rc) is always smaller than the correspond-
ing number of leaf nodes (nl). By definition, how-
ever, the attribute tests are applied only to a hand-
ful of available attributes in the internal nodes that
are in the path from the root node to a leaf node in
a CART, which would correspond to a fuzzy rule
having a limited number of conditions (so called in-
complete rules).

To reduce the number of conditions in fuzzy
classifiers we apply the naive rule compression
method [28]. The algorithm is based on simple trial
and error and is described as follows:

1. Pick the rule Rr (r = 1, ...,R).

2. Rank the features i = 1, ...,N by MF spread
(cir − air), normalized, of course, in descending
order (this way the features in which the subset
of samples governed by r-th rule is less compact,
less defined, are removed first).

3. Discard the conditions applied to the features
one by one, in the order of ranking, reversing
those removals that would result in loss of accu-
racy.

The average numbers of conditions before and
after compression - ncond and n∗cond , respectively -

of fuzzy classifiers are given in Table 5 along with
cross-validated classification accuracy before and
after compression (values of εtst are lifted from Ta-
ble 4). The adjusted number of attribute tests, i.e.
the total number of internal nodes met on nl indi-
vidual paths from the root node to all leaf nodes
in a CART (tests concerning the same attribute in
a given path are taken into account only once) is
added for reference. One can see that the number of
conditions is below the number of attribute tests but
this is partially so because nl tends to be larger than
Rc. The average number of conditions per rule in a
classifier, however, is only 10% higher than the av-
erage number of attribute tests per leaf node, which
is good enough.

Fuzzy rules with less conditions appear to be
more general, and thus one would expect them to
have more generalizational power, however, as our
results indicate, this is true only for half the cases.

To put this piece of research into context, one
can note that the obtained testing accuracies are
in the same ballpark with figures available from
literature. For example, [7] that lists the results
of various algorithms (Support Vector Machines,
associative rules, Naive Bayesian classifiers and
decision trees) reports the testing accuracies of
94.5±2.2% for Iris, 96.45±1.35% for Breast Can-
cer, 65.95±5.05% for BUPA and 75.55±2.65%
for Pima data sets. In a more recent study [4]
with the results of four genetic fuzzy classifiers,
four associative classifiers and one decision tree
(C4.5), the corresponding figures are 94.65±1.35%
for Iris, 93.08±1.62% for Wine, 74.08±1.58% for
Pima, 52.86±4.04% for Cleveland, 92.96±2.29%
for WDBC and 64.65±6.65% for Glass data sets.

Conclusions

The primary goals in fuzzy rule-based classi-
fication are accuracy maximization and complex-
ity minimization, which are contradicting require-
ments. The approach presented in current paper - a
combination of rule granulation and rule consolida-
tion methods and further rule compression - offers
the possibility to find a good compromise between
those requirements.

A properly designed classification algorithm
must have good learning abilities to be able to dis-
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same values of ηmin serve as the node splitting stop
criteria for individual data sets in a CART - a node is
no longer split if it contains ηmin (or less) erroneous
samples. Also note that the data folds are fixed for
all compared algorithms to obtain comparable clas-
sification results.

The results of the validation are given in Table 4
where εtr and εtst denote the training and testing ac-
curacies, respectively, and the best testing accuracy
for each data set is highlighted.

The cross-validation results partially confirm
the frequent claim that “Naive Bayes can often out-
perform more sophisticated classification methods”
[22] as Naive Bayes appears to be winner in 3 out
of 9 cases and ties once with the proposed method.
When it loses, however, it can lose by a large mar-
gin as the results on Glass, BUPA and Thyroid data
sets indicate.

On the other hand, the proposed method is
the overall winner in still more cases, outperforms
CART in terms of testing accuracy in 8 out of 9
cases and the number of fuzzy rules after consoli-
dation (Rc) is always smaller than the correspond-
ing number of leaf nodes (nl). By definition, how-
ever, the attribute tests are applied only to a hand-
ful of available attributes in the internal nodes that
are in the path from the root node to a leaf node in
a CART, which would correspond to a fuzzy rule
having a limited number of conditions (so called in-
complete rules).

To reduce the number of conditions in fuzzy
classifiers we apply the naive rule compression
method [28]. The algorithm is based on simple trial
and error and is described as follows:

1. Pick the rule Rr (r = 1, ...,R).

2. Rank the features i = 1, ...,N by MF spread
(cir − air), normalized, of course, in descending
order (this way the features in which the subset
of samples governed by r-th rule is less compact,
less defined, are removed first).

3. Discard the conditions applied to the features
one by one, in the order of ranking, reversing
those removals that would result in loss of accu-
racy.

The average numbers of conditions before and
after compression - ncond and n∗cond , respectively -

of fuzzy classifiers are given in Table 5 along with
cross-validated classification accuracy before and
after compression (values of εtst are lifted from Ta-
ble 4). The adjusted number of attribute tests, i.e.
the total number of internal nodes met on nl indi-
vidual paths from the root node to all leaf nodes
in a CART (tests concerning the same attribute in
a given path are taken into account only once) is
added for reference. One can see that the number of
conditions is below the number of attribute tests but
this is partially so because nl tends to be larger than
Rc. The average number of conditions per rule in a
classifier, however, is only 10% higher than the av-
erage number of attribute tests per leaf node, which
is good enough.

Fuzzy rules with less conditions appear to be
more general, and thus one would expect them to
have more generalizational power, however, as our
results indicate, this is true only for half the cases.

To put this piece of research into context, one
can note that the obtained testing accuracies are
in the same ballpark with figures available from
literature. For example, [7] that lists the results
of various algorithms (Support Vector Machines,
associative rules, Naive Bayesian classifiers and
decision trees) reports the testing accuracies of
94.5±2.2% for Iris, 96.45±1.35% for Breast Can-
cer, 65.95±5.05% for BUPA and 75.55±2.65%
for Pima data sets. In a more recent study [4]
with the results of four genetic fuzzy classifiers,
four associative classifiers and one decision tree
(C4.5), the corresponding figures are 94.65±1.35%
for Iris, 93.08±1.62% for Wine, 74.08±1.58% for
Pima, 52.86±4.04% for Cleveland, 92.96±2.29%
for WDBC and 64.65±6.65% for Glass data sets.

Conclusions

The primary goals in fuzzy rule-based classi-
fication are accuracy maximization and complex-
ity minimization, which are contradicting require-
ments. The approach presented in current paper - a
combination of rule granulation and rule consolida-
tion methods and further rule compression - offers
the possibility to find a good compromise between
those requirements.

A properly designed classification algorithm
must have good learning abilities to be able to dis-
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Table 5. Cross validation results on compressed classifiers.

Data set name
proposed method CART

εtst ε∗tst ncond n∗cond εtst ncond

Iris 96.67 97.33 17.6 8.8 95.33 8.4
Wine 95.00 93.36 52.0 13.7 90.52 25.7

Thyroid 99.44 99.55 81.9 14.6 99.66 50.3
WDBC 94.03 93.50 165.0 25.0 93.68 25.5

Breast Cancer 95.32 95.76 51.3 22.3 95.31 29.0
Glass 65.46 69.55 125.1 51.1 62.73 94.7
BUPA 69.56 66.65 96.6 67.2 68.96 75.3

Cleveland 54.86 56.88 244.4 100.7 53.22 127.2
Pima 75.26 74.09 158.4 101.6 73.83 91.6

cover patterns in data, which is valid for the pro-
posed method but the true criterion of a good clas-
sifier is its predictive performance, estimated by
cross-validation. However, there is no single clas-
sification algorithm that is best for all types of
data. A method can outperform others on an al-
most consistent basis and yet show weaker perfor-
mance on certain data sets. This is apparent in
present study as well as of the chosen benchmarks,
the proposed method performs best on Iris, WDBC,
Glass, BUPA and Cleveland data sets and ties with
Naive Bayesian classifier on Pima data set, whereas
Naive Bayesian classifier performs best on Wine
and Breast Cancer data sets. CART, on the other
hand, outperforms other algorithms on Thyroid data
set.
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Table 5. Cross validation results on compressed classifiers.

Data set name
proposed method CART

εtst ε∗tst ncond n∗cond εtst ncond

Iris 96.67 97.33 17.6 8.8 95.33 8.4
Wine 95.00 93.36 52.0 13.7 90.52 25.7

Thyroid 99.44 99.55 81.9 14.6 99.66 50.3
WDBC 94.03 93.50 165.0 25.0 93.68 25.5

Breast Cancer 95.32 95.76 51.3 22.3 95.31 29.0
Glass 65.46 69.55 125.1 51.1 62.73 94.7
BUPA 69.56 66.65 96.6 67.2 68.96 75.3

Cleveland 54.86 56.88 244.4 100.7 53.22 127.2
Pima 75.26 74.09 158.4 101.6 73.83 91.6

cover patterns in data, which is valid for the pro-
posed method but the true criterion of a good clas-
sifier is its predictive performance, estimated by
cross-validation. However, there is no single clas-
sification algorithm that is best for all types of
data. A method can outperform others on an al-
most consistent basis and yet show weaker perfor-
mance on certain data sets. This is apparent in
present study as well as of the chosen benchmarks,
the proposed method performs best on Iris, WDBC,
Glass, BUPA and Cleveland data sets and ties with
Naive Bayesian classifier on Pima data set, whereas
Naive Bayesian classifier performs best on Wine
and Breast Cancer data sets. CART, on the other
hand, outperforms other algorithms on Thyroid data
set.
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