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Abstrat. In this paper, researh in the �eld of modular omputing strutures

de�ned on sets of Gaussians are presented. The basis of the qualitatively new teh-

nique for the organization of high-speed parallel omputations in a omplex plane is

presented by quadrati minimum redundant modular number systems (QMRMNS).

1. Introdution

For the organization of high speed parallel information proessing, the quadra-

ti modular number systems (QMNS) are the most adjusted and onvenient

among number systems with omplex ranges. In suh systems all the mod-

ules m1,m2, . . . ,mk an be represented as produts of pairs of the omplex-

onjugate multipliers [1℄. Using quadrati minimal redundant modular od-

ing, the essentially higher optimality of omputer proedures an be reahed

in omparison with the use of standard omplex modular oding. This is

aused by a property of arithmetial losing of the quadrati minimal redun-

dant modular odes, i.e. by the possibility of performane of all arithmetial

operations (inluding not modular) without transition to real omponents of

omplex ranges. Our study is aimed at implementation of this distintive

feature of QMNS.

2. Quadrati modular number system

Let us onsider QMNS de�ned by means of the set of pairwise prime natu-

ral modules m1,m2, . . . ,mk suh that all of them are representing as prod-

uts of two onjugated integer omplex numbers (ICN): ml = pl p̄l, where
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pl = p
′

l + ip
′′
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′

l − i p
′′

l ; p
′
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′′
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′

l > 0, p
′′
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′

l, p
′′

l ) = 1;
l = 1, 2, . . . , k.

Aording to the theorem 3 from [1℄ for modules of type m = p p̄, the
Cartesian produt 〈·|p × 〈·|p̄ is isomorphi to the set

| · |‖p‖ × | · |‖p̄‖ = | · |m × | · |m,

whih in one's part is isomorphi to the omplete set of residues 〈·|m. There-

fore, in the QMNS with modules m1,m2, . . . ,mk every ICN X = X
′
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′′
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= | · |Mk

×| · |Mk
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, l = 1, 2, . . . , k. (3)

The main advantage whih is reahed with the use of omplex-onjugate

modules onsists in simpliity of performane of multipliation operations

modulo p
′

l and p
′′

l . The given operations require only two real multipliations

modulo ml in ontrast to standard omplex multipliation modulo ml whih

demands four real multipliations and two real additions [1℄. At the same time

the addition operations with respet to the pair of omplex modules (p
′

l, p
′′

l )
and real module ml are idential with respet to omplexity.

3. Quadrati minimal redundant modular number
system

E�ieny of QMNS arithmeti essentially rises by use of minimal redundant

modular oding whih, as it is known, leads to simpli�ation of not modular

proedures [2℄. Aording to [2, 3℄, in order that the MC (1) should be the

minimal redundant it is enough that the real and imaginary parts of the

oded ICN, X = X
′

+ iX
′′

, should be elements of the range D = Z
−
2M

= {−M,−M +1, . . . ,M −1}, where M =
k−1
∏

l=0

mi, m0 is the auxiliary natural

module satisfying the ondition mk >= 2m0 + ρ.
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Deoding mapping in quadrati minimal redundant modular number sys-

tem (QMRMNS) is realized by the relations

X
′

=

k−1
∑

l=1

Ml,k−1|M
−1

l,k−1
χ

′

l|ml
+ I(X

′

)Mk−1, (4)

X
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Ml,k−1|M
−1

l,k−1
χ

′′

l |ml
+ I(X

′′

)Mk−1, (5)

where χ
′

l = |X
′

|ml
, χ

′′

l = |X
′′

|ml
, l = 1, 2, . . . , k; I(X

′

) and I(X
′′

) are the

interval indexes of the ICN X
′

and X
′′

, respetively [2�4℄.

Due to the simpliity of realization of the interval-modular forms (IMF)

(4) and (5), appliation of QMRMNS for parallel information proessing in

the omplex plane provides exlusively high e�ieny not only on modular

segments of omputing proesses but also on the segments ontaining not

modular operations.

As follows from [1℄, in the onsidered QMRMNS the operations of modu-

lar addition, subtration and multipliation for any ICN A = A
′

+ iA
′′

and

B = B
′

+ iB
′′
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where A
′

l, A
′′

l and B
′

l, B
′′

l are the digits of quadrati MC of the numbers A
and B modulo ml, aordingly (see (1)�(3)), l = 1, 2, . . . , k; ◦ ∈ {+,−, ·}.

As for the problem of performing not-modular operations in the

QMRMNS, the IMF (3) and (4) for the real and imaginary parts of elements

X = X
′

+ iX
′′

(X
′

, X
′′

∈ D) are of importane for its solution.

Theorem. In the QMRMNS with pairwise prime odd modules m1,m2,. . .,
mk−1,mk ; mk >= 2m0 + ρ (m0 >= ρ), the IMF of the real and imaginary

omponents of arbitrary ICN X = X
′
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′′
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2
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where interval indexes I(X
′

) and I(X
′′

) of ICN X
′

and X
′′

, respetively, are

alulated in aordane with expressions (15)�(17) from [2℄, when
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Proof. For the proof of formulated theorem it is su�iently to evaluate

the digits χ
′

l and χ
′′

l by analogous digits X
′

l and X
′′

l of the given number X
for all l = 1, 2, · · · , k. Then the reeived expressions should be substituted

into formulas (4), (5) as well as into the alulated relations for the interval

indexes I(X
′

) and I(X
′′

).

As follows from (2) and (3), the pairs of residues (χ
′
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′′

l ) and (X
′

l;X
′′
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onneted with eah other by the set of equations

{
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Addition and subtration of the equalities modulo ml in (11) gives
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Therefore substitution of (9) and (10) into (4) and (5), aordingly, gives

the desired IMF (7) and (8) for numbers X
′

and X
′′

, orrespondingly.

Due to the theorem, the methods of performane of not modular operations

in the real MRMNS [3℄ are propagated in the trivial way to QMRMNS.

Let us onsider, for example, the proedure of transformation with saling

of positional ode of the ICN X = X
′

+iX
′′

into quadrati minimal redundant

MC (QMRMC). In ontrast to a ase of omplex MRMNS [1, 3℄, in whih

the required transformation is redued to orresponding transformations of

the positional odes of the real and imaginary parts of the given number X,

for forming the resulting quadrati MC both numbers X
′

and X
′′

should be

used jointly (see (1), (2)).

Let for the ICN X = X
′

+ iX
′′

be neessary to generate the QMRMC of

the approximate value X̂ = X̂
′

+ i X̂
′′

= X/S = (X
′

+ iX
′′

)/S, where S is

some natural sale, for example S = 2h , h is a natural number. Aording to

the method of approximation desribed in [3, p. 240℄, the value X̂ is de�ned

by the equality

X̂ =
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′
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omponents of positional odes of the integer real numbers X
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′′

, n is

the number of suh omponents.

Therefore, aording to (1)�(3), for digits of QMRMC the following for-

mulas are true:
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∣
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It is supposed that bit apaity of numbers Xj
′

, Xj
′′

and j allow the

generation of residues (15) and (16) by means of table method. In this ase

expressions (13) and (14) an be implemented within ⌊log l⌋+1 modular lok

intervals, where ⌊x⌋ designates the integer part of a real number x.
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