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Abstract:
This paper deals with the terrain classificaƟon problem
for an autonomous mobile robot. The robot is designed
to operate in an outdoor environment. The classifier in-
tegrates data from RGB camera and 2D laser scanner.
The camera provides informaƟon about visual appear-
ance of the objects in front of the robot. The laser scan-
ner provides data about distance to the objects and their
ability to reflect infrared beam. In this paper we present
the method which create terrain segments and classifies
them using joint applicaƟon of Support Vector Machine
(SVM) classifier and AdaBoost algorithm. The classifica-
Ɵon results of the experimental verificaƟon are provided
in the paper.
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1. IntroducƟon
Autonomous navigation in urban environment is

a challenge for mobile robots. The robot which oper-
ates in urban space should localize itself, ϐind the path
to the goal position and avoid obstacles. Moreover, it
should obey rules which are designed for humans. It
is obvious that autonomous car-like robot should fol-
low the road. Access to the pavement is prohibited.
The robot which is designed as short distance courier
should use pavement for locomotion and avoid road
as possibly dangerous area. The access to the lawn
should also be prohibited. In this case it isn’t danger-
ous for the robot, but such a behavior is against prin-
ciples of community life. To obey all rules the robot
should recognize various terrain types.

The autonomous operation in urban environment
differs to operation in off-road natural environment.
The ϐirst difference is related to traversability assess-
ment methods. Outdoor and and off-road locomotion
takes into accountmainly the shape of the terrain. The
terrain type does not play an important role. Grass as
well as asphalt is considered as traversable. Such situ-
ation is not acceptable in urban environment. More-
over, in off-road environment the borders between
various regions are difϐicult do distinguish (e.g. the
grass can be also found on the ϐield track). In man-
made environment most of objects and terrain types
have standard size, color and location. On the other
hand robot which operates in urban-like environment
has to distinguish between very similar areas like road
and pavement.

1.1. Problem statement
Our goal is to create the robot which can navigate

in urban environment. The paper is focused on terrain
classiϐicationwhich is important part of the navigation
system of a mobile robot. We are interested in robotic
competitions for delivery or search and rescue. The
scenario of such challenges include autonomous navi-
gation on paved park roads (Robotour) or ϐinding and
fetching an object (e.g. 1 kilo ”bag of gold” in Robots
Intellect competition).

The robot which navigates in urban environ-
ment can’t use only depth sensors to create environ-
ment model. Some obstacles, however ϐlat, are not
traversable (e.g. lawn). Other places like pedestrian
crossing should be recognized to apply special strat-
egy for traversing. This can be done by visual camera.
Using monocular RGB camera only the robot would
haveproblems to distinguish between asphalt and ϐlat,
vertical and gray wall. It is much easier to classify ter-
rain using two complementary sensors.

In the paper we present way to classify terrain us-
ing data from RGB-D sensors (in our case laser scan-
ner and visual camera). We are interested in segmen-
tation of an image and labeling detected areas. To this
end, we applied classiϐication strategy which utilizes
SVM classiϐication and AdaBoosting. We present re-
sults from indoor and outdoor experiments. The ob-
tained results are compared with other approaches to
show efϐiciency of the proposed method.

1.2. Related work and research contribuƟon
Most of the existing terrain classiϐication methods

employ RGB cameras for features extraction [5,13]. In
our work we increase the robustness of the classiϐi-
cation procedure by incorporation information about
depth of the scene. Laible et al. presented that the clas-
siϐication accuracy can be increased by the analysis
of the whole scene and taking into account neighbor-
ing regions [15]. The decision about terrain type can’t
be taken using local terrain properties only. Context,
neighboring terrain types and location of the consid-
ered image segment play important role in the classiϐi-
cation procedure. To join information fromweak clas-
siϐiers Laible et al. proposed the application of Condi-
tional Random Fields [15].

The joint application of 2D laser scanner and RGB
camera to terrain classiϐication is not new. Dahlkamp
et al. proposed to use data from range ϐinder to su-
pervise learning algorithm [6]. The surface model ob-
tained from depth data is used to ϐind a traversable
area (road). Then, the visual data from a camera
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is used by a learning algorithm. The classiϐication
method uses mixture of Gaussians in RGB space to
classify the terrain. The model is updated whenever
new learning dataset is provided by self-supervising
procedure. The re-learning procedure allows the sys-
tem to adapt even when the road changes from gray
asphalt to green grass. In our case this situation is
not desirable. The classiϐier should determine not only
the traversability, but also the terrain type. The grass
(however ϐlat) should be also considered as an obsta-
cle for our robot. In contrast to method presented by
Dahlkamp et al. we use RGB and depth data during
classiϐication stage.

A reliable terrain classiϐication can be also ob-
tained using visual features and SVM classiϐication [9].
In the method proposed by Filitchkin and Byl SURF
features are used. To deal with various surfaces, which
differwith number of visual features, the optimization
on Hessian threshold detection is proposed. However,
the feature-based classiϐication is sensitive to motion
blurring problem. Thus, we decided to use few inde-
pendent sources of information.

Most reliable classiϐication methods suffer from
high computational cost. Angelova et al. proposed
a cascade of classiϐiers instead of single, multi-
dimensional classiϐication to obtain high speed and
preserve high classiϐication accuracy [1]. They take
advantage of the fact that some terrain types might
be easily separated from the others. This observation
can be used to create decision tree. The classiϐication
starts from the fastest classiϐication sub-procedure.
The most computationally expensive procedures are
performed at the end an only for regionswhich are dif-
ϐicult to distinguish.

Additional classiϐication capabilities are available
for legged robots. Such robots can use force/torque
sensors as an additional source of information to clas-
siϐication procedure [12,19]. Also wheeled robots can
use properties of the contact with the ground to sup-
port classiϐication procedure (e.g. vibrations which
propagate through suspension structure [11]).

2. PercepƟon and data acquisiƟon
The environment perception is based on two sen-

sor: a generic USB camera (Microsoft LifeCam Stu-
dio) and laser range ϐinder. The robot acquires VGA
(640×480) images. VGA resolution is sufϐicient for
classiϐication and allows to decrease the computation
time of the procedure. The Hokuyo UTM-30LX laser
ϐinder used in this research can operate outdoor. The
range of the sensor is up to 30 m. The angular reso-
lution is 0.25◦ and each scan takes 25 ms. Single scan
contains information about terrain proϐile. When the
robot moves forward or rotates it acquires 3D shape
of the environment. Both sensors are tilted down to
acquire terrain properties.

To create map of the environment the robot has to
determine the position of the sensors in global coor-
dinate system OG at each scan of range ϐinder. The
robot uses GPS, encoders and Inertial Measurement
Unit (IMU) to localize itself. Data from all sensors are

Fig. 1. ConfiguraƟon of the sensors aƩached to the
robot’s plaƞorm

integrated using Kalman Filter. The robot is equipped
with IMU CHR-UM6 sensor on board. It allows tomea-
sure properly the shape of the environment on rough
terrain. The robot can take into account the inclina-
tion of the platformduring integration of themeasure-
ments. In our researchweuse twovariousmobile plat-
forms. However, the presented classiϐication method
is platform independent.

The conϐiguration of sensors is presented in Fig. 1.
The coordinate systems OK , OI and OL are attached
to the camera, IMU and laser range ϐinder, respec-
tively. To integrate data from all sensors the corre-
spondence between each pixel of the camera image
and points of the laser scan has to be known. To this
end, the pose of each sensor has to be determined by
the calibration procedure. The calibration procedure
also determines intrinsic parameters of the camera.
We applied Camera Calibration Toolbox for Matlab by
Jean-Yves Bouguet [4] to ϐind focal length and location
of the principal point.

To ϐind relation between camera and laser range
ϐinder a plane-to-line ϐitting method was applied [20].
We can use checkerboard marker from intrinsic
calibration to determine a plane which represents
marker. From the laser scan we can ϐind an equation
of the line located on on this plane. From the mea-
surements set we can compute transformation be-
tween camera and laser scanner coordinate system. To
present calibration results between camera and laser
scannerwedraw single scan on the camera image. The
result is presented in Fig. 2.

Moreover, we should ϐind orientation between ex-
teroceptive sensors (camera and LRF) and IMU unit.
To this end, we used the method proposed by Lobo
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Fig. 2. CalibraƟon results of the camera and the laser
range finder
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Fig. 3. Structure of the terrain classificaƟon procedure
which uses RGB-D input data and returns labeled image

et al. [16]. In this case we use checkerboard marker
which is perpendicular to gravity vector. Taking into
account orientation measured by the camera we can
ϐind orientation offset of the IMU unit.

Finally to computepose of eachmeasuredpointPL

in global coordinate systemOG we apply (1):

PG = GAI · IAK · KAL · PL, (1)

where KAL is a transformation from the camera
coordinate system to the laser coordinate system, IAK

is a transformation from IMU unit to the camera co-
ordinate system and GAI is the IMU unit pose in the
global coordinate system obtained from the localiza-
tion system.

3. Terrain classificaƟon
The input to our system is data from RGB camera

andHokuyo laser scanner. The architecture of the clas-
siϐication procedure is presented in Fig. 3. At the be-
ginning the segmentation is performed using RGB im-
age. For each segment we compute k visual and depth
features (f1, ..., fk). A set of features is then used for
classiϐication. We decided to use combination of SVM
weak classiϐiers and boosting technique to join results
(Fig. 4). It was shown that this approach has better
performance in training time [10]. We also show that
classiϐication results are better. To use boosting tech-
nique we should use weak classiϐiers (which perform

RGB Depth

f1 f2 f3 fk

c1 c2 cn

C

SVM

AdaBoost

Fig. 4. ClassificaƟon scheme with SVM weak classifiers
and AdaBoost

better than random classiϐier, e.g. Decision Stump). In-
stead we can use strong classiϐiers e.g. SVM or Neural
Networkwhich are appropriatelyweakened [7]. In our
method nweak SVM classiϐiers (c1,...,cn) are used. The
outputC from the classiϐier is the terrain category rec-
ognized by the system.

3.1. SegmentaƟon

In our method we perform image segmentation
and then classiϐication for each RGB-D segment. We
avoid classiϐication for each pixel separately because
we don’t always have corresponding depth for each
pixel. Moreover, single pixel does not contain all infor-
mation about the terrain properties like roughness ob-
tained from depth data or variance of color. We also
avoid dividing the image into regular mesh [14, 17].
Constant and rectangular regionmay contain two sep-
arate terrains and such a cell should be classiϐied as
two separate classes. Instead, we perform image seg-
mentation and thenwe classify each region separately.

Weuse amethodproposedbyPedroFenzenszwalb
and Daniel Huttenlocher for image segmentation [8].
The segmentation method used in our system divides
an image into components. The behavior of the seg-
mentation method is speciϐied only by two parame-
ters. First parameter kc is responsible for preferred
component size. Second parameter Smin represents
the minimal size of components.

Before segmentation the image is smoothed by
Gaussian ϐilter with σ = 0.8. At the beginning of the
segmentation the algorithm creates initial graph G
(Fig. 5). Each edge E of the graph connects two ver-
tices, representing single neighboring pixels of the im-
age. The weight w of an edge is computed using dif-
ference in pixel color values [r,g,b] with an Euclidean
distance. Then, edges of the graph are sorted in an as-
cending order with respect to weights w. A set of seg-
ments is initialized – each vertex of the graph repre-
sent separate segment. Next, for each edge which be-
longs to separate components weightwq is computed.
The computed weight wq is compared with threshold

30



Journal of Automation, Mobile Robotics & Intelligent Systems VOLUME 8, N◦ 3 2014

Init set of

components S0
, q=0

Create Initial

Graph G(V,E)

q<size(E)

?

Compute weight wq

and threshold wt

wq<wt

?

merge two components 

connected by edge eq,

q=q+1

Start

Merge components

smaller than Smin

Finish

Fig. 5. SegmentaƟon procedure used for image parƟ-
Ɵoning
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Fig. 6. SegmentaƟon results – original image (a) and
output components (b)

weight wt:

wt = min(INT (vi)+
kc

Size(vi)
, INT (vj)+

kc
Size(vj)

),

(2)
where vi is the considered vertex, vj is the neigh-

boring vertex, Size(v) is the size of component repre-
sented by vertex v and INT (v) is the maximal weight
between vertices which create the whole component.
If wq is smaller or equal wt vertices are merged into
single component S. In an opposite case, the conϐig-
uration of segments does not change. Finally, the al-
gorithm removes components which are smaller than
threshold Smin. Components which are too small are
merged with neighboring components. The algorithm
returns a set of components S.

The results of the segmentation procedure are pre-
sented in Fig. 6.
3.2. ClassificaƟon

For classiϐication purpose we use Support Vector
Machine supervised learning algorithm [3]. We de-
cided to use SVM because it works well with multi-
dimensional input vector. The output from the classi-
ϐier is the value of assignment to each category of ter-
rains. We created ϐive weak classiϐiers. The input for
each classiϐier is deϐined as follows:
1) two dimensional histogram of values in Hue-

Saturation color space (4 × 4 bins) converted to

a b

Fig. 7. Intensity values obtained from Hokuyo laser
range finder – observed scene (a) and registered inten-
sity values (b)

one-dimensional vector,
2) 8 bin histogram of Value in HSV space,
3) meanand covariancematrix for pixels inHSVspace

converted to a 1× 12 vector,
4) mean and covariance matrix for values of depth

and intensity from Hokuyo laser scanner con-
verted to a 1× 6 vector,

5) 25 bin histogram of intensity values from Hokuyo
laser scanner.
First three classiϐiers use color image feature as

an input for classiϐication. The next two classiϐiers use
data from depth sensor. We use depth data directly
as well as intensity values which are provided by the
Hokuyo driver. The intensity value depends on the
color and texture of the surface. Thus, intensity value
provides important information about observed sur-
face [15]. Example intensity values for the various ter-
rain types are presented in Fig. 7. Using intensity val-
ueswe can easily distinguish between various types of
terrain without direct information about color of the
surface.

For boosting we use improved version of Ad-
aBoost algorithm [18] basedonMultiBoost implemen-
tation [2] which deals with multi-class weak-learning.

4. Results
First experiments were performed indoor. Our

goal was to avoid problems with uncertainty of the lo-
calization systemwhich introducesmapping error.We
created mockup with various terrain types like artiϐi-
cial grass, elastic gum, timber and tile ϐloor (Fig. 7a).

For training classiϐiers we used 33 manually
marked scenes. Next 35 scenes were used for testing.
For segmentation we set k = 50 which allows to ob-
tain 3000 training samples. For testingweuse k = 200
which allows to obtain segments which represent big-
ger area. Thus, we avoid situations when grass is di-
vided into green patches representing grass and small
black patches representing soil. We are interested in
classiϐication of the whole region with heterogeneous
texture.

Example classiϐication results are presented in
Fig. 8. Colors in Fig. 8b represent various type of ter-
rain: green – grass, brown – timber ϐloor, blue – as-
phalt, yellow – rocky terrain. Only some small areas
are classiϐied improperly. The component of the tim-
ber ϐloor is classiϐied as a rocky terrain. Also small re-
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a b

Fig. 8. Results – the example scene (a) and classificaƟon
results

gion between the grass and the ϐloor is classiϐied im-
properly as an asphalt (mainly because of black color
of this part).

Tab. 1. Confusion matrix for indoor experiment

terrain type grass timber rocks asphalt
grass 94% 5% 1% 0%
timber 0% 90% 10% 0%
rocks 0% 3% 96% 1%
asphalt 0% 1% 2% 96%

We also performed statistical analysis for the
whole testing set. The results are presented in Tab. 1.
Each row in the table represent the terrain type
marked by the expert. Each column represent output
from proposed classiϐication method. The classiϐica-
tion results pc1,c2 presented in Tab. 1 are computed as
follows:

pc1,c2 =
Nc1

Nc2

· 100%, (3)

where Nc1 is the number of pixels classiϐied as class
c1 and Nc2 is the number of pixels marked by expert
as class c2. It means that 94% of pixels which belong
to grass are classiϐied properly as a grass, 5% of pixels
are classiϐied as timber and 1% as rocks.

Tab. 2. Comparison between various configuraƟons of
the proposed classifier and input features

classiϐicatory type
terrain type Cc Cl MON Cone Ckl

grass 43% 95% 86% 95% 94%
timber 94% 16% 75% 71% 90%
rocks 39% 85% 98% 98% 96%
asphalt 64% 97% 96% 89% 96%
average 60% 75% 86% 89% 94%

We also compared various conϐigurations of clas-
siϐiers and input features. We compared six conϐigura-
tions:
1) Cc – SVMclassiϐicationwithAdaBoost and features

computed using RGB image only
2) Cl – SVM classiϐicationwith AdaBoost and features

computed using depth data only
3) MON – SVM classiϐication without AdaBoost us-

ing single vector of features computed using RGB
and depth data

4) Cone – SVM classiϐication with AdaBoost and sin-
gle features vector computed using RGB and depth
data

5) Ckl – SVM classiϐication with AdaBoost and fea-
tures computed using RGB and depth data (solu-
tion proposed in the paper)
The results of the comparison experiment are pre-

sented in Tab. 2. The best performance is obtained by
classiϐicator proposed in the paper. The average clas-
siϐication accuracy is 94% while the performance for
standard SVM classiϐicator is 86%.

Tab. 3. ComputaƟon Ɵme

task time [s]
segmentation sorting 0,699

segmentation 0,414
merging 0,274

features extraction pre-processing 0,122
computation 0,022

classiϐication computation 0,260
total 1,791

We also checked the computation time of each ele-
ment of the proposed procedure. The results are pre-
sented in Tab. 3. The most consuming part is the seg-
mentation procedure. Sorting of edges takes 0.7 s, seg-
mentation 0.4 s and removing segments smaller than
threshold takes almost 0.3 s. Features extraction is
faster and takes only 0.144 s including preparation
of depth and color data and features computation.
The classiϐication takes0.26 s. Thewhole classiϐication
procedure takes 1.791 s. It is fast enough to implement
the method on the real robot because the robot needs
at least 2 s to acquire information about new terrain.
4.1. Outdoor experiment

We also performed outdoor experiment on the
robot with the ϐinal setup of sensors. The robot classi-
ϐies grass, asphalt and two types of pavements (pave1
and pave2 in Tab. 4). The color and the geometrical
properties of the pavements and the asphalt are simi-
lar. Thus we added a new set of features which allows
to distinguish between similar terrain types. The new
inputs of the classiϐier are related to shape of the seg-
mented regions. For each region we detect line seg-
ments using RANSAC. The line segments are used to
compute additional input features. The input values
are as follows:
1) regularity coefϐicient which is computed as a sum

of line segments lengths divided by the total num-
ber of pixels which belong to border of the region,

2) mean of line segments lengths,
3) variance of line segments lengths,
4) number of line segments,
5) 10 bin histogram of line segments orientations.

The classiϐication results are presented in Tab. 4.
The average classiϐication precision is 82%. It is signif-
icantly smaller in comparison to results of the experi-
ments performed indoor. The outdoor experiments on
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Tab. 4. Confusion matrix for an outdoor experiment

terrain type grass pave1 pave2 asphalt
grass 99% 1% 1% 0%
pave1 18% 81% 2% 0%
pave2 4% 25% 68% 3%
asphalt 0% 3% 37% 60%

1a 1b 1c

2a 2b 2c

3a 3b 3c

4a 4b 4c

5a 5b 5c

Fig. 9. Results of the outdoor experiment – the example
scene (a) segmentaƟon (b) and classificaƟon (c) results.

the real robot aremore challenging. The ϐirst difϐiculty
is connected to similarity between classiϐied regions.
The other difϐiculties are caused by imprecise localiza-
tion system (odometry and IMU). The robot moves in
irregular terrain. Thus, the imprecise measurements
of the inclination of the robot’s platform causes in-
correct location of the 3D points obtained from range
measurements.

The example classiϐication results are presented in
Fig. 9. Colors in Fig. 9c represent various type of ter-
rain: green – grass, yellow – pavement 1, red – pave-
ment 2, blue – asphalt. The classiϐication results are
accurate enough to use the proposed method on the
real robot dedicated to robotic competition.

5. Conclusions and future work
In thepaperwepresented the terrain classiϐication

method for themobile robot.We show that the perfor-
mance of the classiϐication can be increased by using
boosting technique to combine output fromweak SVM
classiϐiers. The results for SVM and AdaBoost classi-
ϐier arebetter than for single SVMclassiϐierwithmulti-
dimensional features vector. SVM algorithm works ef-
ϐiciently with multi-dimensional problems. By using
ourmethodwe reduce the dimensionality of the prob-

lem. The performance of the classiϐication increases as
a result.

To show performance and advantages of our
method we performed experiments indoor on terrain
mockup and outdoor in real environment. We carried
out the analysis of classiϐication results. We compared
various combinations of classiϐication input and con-
ϐigurations of the classiϐier. We conclude that the clas-
siϐication results are better when depth data are used.
The advantages of the method which uses the data
from LRF are mainly due to the intensity values. They
provide information about properties of the object’s
surface which is well utilized by the classiϐier.

We also show the computation time of each ele-
ment of the procedure. Themost expensive part is seg-
mentation. It takes more than 1 s to divide the image
into segments. From the application point of view we
are going to replace existing procedure by the faster
one. On the other hand our goal is to increase per-
formance of the segmentation procedure. To this end,
we are going to use methods which take into account
depth and color data simultaneously during segmen-
tation.

In future we are going to add next layer to classi-
ϐication method. Our goal is to take into account clas-
siϐication results of neighboring segments as well as
depth and color of the considered segment.Webelieve
that context-aware segmentation will bring better ef-
ϐiciency of the classiϐication procedure.
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