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Abstract  In the Industrial Internet of Things, a wide variety of
sensors are distributed all over the environment to monitor data
collection, thereby allowing industrial processes to be monitored
more efficiently. One of the fundamental goals of IIoT is to
provide the highest level of reliability while simultaneously
increasing network lifetime, reducing power consumption, and
preventing delays. 6TiSCH is a popular communication standard
relied upon in IIoT. The aim of the present study is to propose
an inter-layer method that simultaneously considers network
scheduling and routing processes based on TSCH and RPL
approaches in multi-sink environments. The proposed method
is intended to address the limitations of IIoT and meet the
requirements of field-specific applications.

Keywords  Internet of Things, Industrial IoT, multi sink, TSCH
standard

1. Introduction

The growing popularity of smart gadgets, industrial automa-
tion systems, and smart buildings has resulted in a tremendous
growth of wireless sensor networks (WSNs) and the Inter-
net of Things (IoT). The underlying aim of the Internet of
Things is to connect all devices to the Internet. In the Internet
of Things, a wide variety of sensors are distributed all over
the environment to monitor and report various conditions
and states, thereby allowing for smart decisions to be made
based on the collected information [1]–[3]. In recent years,
the Industrial Internet of Things (IIoT) has been proposed as
a specialized IoT variety that is compatible with industrial
environments and manufacturing sites. This idea is aimed at
increasing flexibility and productivity while simultaneously
decreasing production costs in industrial environments.
Although different devices, including entire systems, sen-
sors, etc. were only connected to form clusters in the past,
they are now connected to a single macro-structure that is
accessed by the user. With the help of IIoT, industries may
be connected to a single integrated network [2]– [5]. IIoT
consists of a set of nodes, including a processor, a battery
(power supply), a radio transceiver for communication and
data exchange, and a number of sensors (monitoring temper-
ature, pressure, humidity, etc.). These nodes exchange their
data with one or more receiver stations that may be either of
the stationary or mobile variety. Nodes working in IoT envi-

ronments face various limitations related to their processing
power, memory capacity, and energy consumptions [1]–[4].
In IIoT applications, the most important criteria include also
reliability and delay (lag). In order to ensure optimum power
consumption in IIoT settings, it is necessary to develop suit-
able sleep/wake mechanisms and to use the Carrier Sense
Multiple Access (CSMA) approach in the Medium Access
Control (MAC) sublayer [1], [2]. To achieve this goal, such
standards as IEEE 802.15.4 [6] and IEEE 802.15.4e [7] de-
fine low power MAC and physical layers capable of meeting
IIoT requirements. Focusing on the centralized coordination
of nodes, the IEEE 802.15.4 standard controls the operation
of CSMA among the nodes. It coordinates the transmissions
by sending small packets called beacons. TSCH is one of the
varieties of IEEE 802.15.4e. It is a combination of time syn-
chronization, frequency division, and channel hopping that
reduces the chance of a collision between different transmit-
ters. The TSCH mechanism enables each node to synchronize
its data transmission on a single channel and in a specific
time slot. However, the standard does not determine how the
channel/slot must be allocated.
In WSNs, addresses are allocated using IPv6. To activate
IPv6 in TSCH, the IETF 6TiSCH work group runs a pro-
tocol stack based on IIoT-specific standards, such as RPL,
6LoWPAN, and CoAP routing protocols, using 6LoWPAN
for address mapping. In addition to designing the MAC and
physical layers, the current structure of the routing layer was
modified in IEEE 802.15.4e by means of a routing protocol
called RPL that is suitable for low-power networks. In order
to use the multi-parent feature of this protocol, its DODAG
structure can be utilized for convergent traffic in IIoT solu-
tions [1]. As mentioned above, numerous scheduling methods
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Fig. 1. The superframe structure in IEEE 802.15.4.
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have so far been proposed for 6TiSCH networks, but few
studies have addressed the problem of time scheduling in
multi-sink networks. Therefore, the aim of this study is to
meet the needs of industrial applications and remove some of
the existing limitations by implementing several sinks in the
network and utilizing a scheduling algorithm. In what fol-
lows, we shall investigate the possibility of creating multiple
sinks. The reason for using multiple sinks in IIoT is to re-
duce power consumption and, ultimately, increase network
lifetime. Using a 6TiSCH simulator, we evaluate the perfor-
mance of the implemented method and compare it to other
proposals.
Section 2 presents a review of the communication standards
used in industrial IoT. In Section 3, we define the basic con-
cepts and, in Section 4, we briefly review the existing lit-
erature. Section 5 describes the simulations performed and
evaluates the results. Finally, Section 6 sums up the results
and draws the conclusions.

2. Communication Standards in IIoT

An implementation of an IIoT environment requires a variety
of standards and protocols to be complied with. This section
examines several standards for the data link layer and the net-
work layer in IIoT applications.
A wireless sensor network (WSN) is usually used in IIoT
for purposes that contribute to mitigating overload condi-
tions caused by intra-network processing, data integration,
and decision-making processes. The fundamental challenges
in these networks are to decrease delay, reduce power con-
sumption, ensure fault tolerance, and increase the lifetime of
nodes.
IEEE 802.15.4 implements the physical layer and the media
access control layer for low–power WSNs. It transmits packets
via the data link layer, using a shared channel, in an integrated
manner relying on the synchronization of nodes. The physical
layer of this standard uses one of three bands: 868 to 868.6
MHz, 902 to 928 MHz, and 2400 to 2483 MHz. The majori-
ty of the implementations so far have relied upon the 2.4 GHz
band with 16 separate channels and a transmission rate of 250
kbps. The data link layer is designed to reduce the probabili-
ty of data collision and data transfer using this layer is either
of the beaconless or beacon-based variety. In the beaconless
mode, the classic CSMA-CA approach is implemented, in
which the sender listens to the channel. If it finds the channel
empty, it sends the data. Otherwise, it waits a random time
interval before sending the data. The network coordinator
must stay awake to receive the frame from the nodes, hence it
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Fig. 2. A slot frame with four time slots in the TSCH mode of IEEE
802.15.4e.

cannot save energy. This increases the overload and greatly
affects the end-to-end delay. Since the nodes keep consum-
ing energy even when idle, this state is not appropriate for
multi-hop modes which suffer from energy limitations [1].
In the beacon-based mode provided for in IEEE 802.15.4,
both the sender and the receiver use a superframe structure
(Fig. 1) for exchanging data. In this mode, a coordinator pe-
riodically sends beacons to determine the boundaries of its
superframe. A superframe has an active and an inactive peri-
od. By determining the duration of each of the periods, the
work cycle can be set dynamically. An active period begins
with a beacon frame which is sent by the coordinator in regu-
lar time intervals. A superframe is composed of CAP and CFP.
CAP is the part in which competition takes place and packets
are transmitted by means of the CSMA/CA mechanism. In
CFP, with no competition, data packets are sent and GTS cells
are allocated to data transmission. In the beacon-based mode,
nodes are awakened by the coordinator just before sending
the beacon, in order to save energy, and they fall asleep again
after receiving data. This allows more energy to be saved, be-
cause the nodes are not required to stay awake permanently.
The IEEE 802.15.4e standard, based on IEEE 802.15.4 used
in low-power short-range wireless networks, has become pop-
ular for communicating in industrial environments [7]. The
IEEE 802.15.4 standard has certain limitations, such as high
power consumption of middle nodes that must always remain
operable in order to transfer information to other nodes, or
using a single channel for information transfers, which caus-
es interference. IEEE 802.15.4 uses of some of the existing
methods applied in WSNs, including time slots, specific and
shared cells, multiple channels, as well as frequency hopping.
It relies upon different modes, including LLDN, BLINK,
DSME, AMCA, and TSCH. As the TSCH mechanism is a so-
lution that reconciles all other modes and meets as many
needs as possible, it is the most complex and appealing so-
lution and is considered to be the core mechanism of IEEE
802.15.4e [1], [6]. TSCH is a combination of time synchro-
nization, frequency division, and channel hopping. Due to its
optimal use of time and frequency, this technique is a suit-
able choice for networks with multi-hop communications.
In TSCH, time is divided into specific spans called slot frames
or superframes. Each slot frame is divided into a certain num-
ber of equal time slots and repeats periodically. The duration
of a time slot is equal to the duration in which the sender
transmits a packet to its single-hop neighbor and receives the
verification of the packet’s second layer from the neighbor.
All nodes within the network share the same time structure.
Its ability to support multiple channels by channel hopping is
a characteristic feature of TSCH. TSCH has 16 different chan-
nels, each with the bandwidth of 5 MHz. In this mechanism,
a direct communication link is created between sender and
receiver nodes in a given time slot in a specific channel. Each
link that is selected for communication between two nodes
is specified by two indexes, i.e., time slot number and chan-
nel number. Figure 2 shows a slot frame with four time slots.
In each time slot, a node can send the largest amount of data
possible [1]. The RPL standard [8] has recently emerged as
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a solution for routing protocol in WSNs. It defines a structure
for efficient and energy-saving transmission of packets. The
RPL protocol creates a destination-oriented directed acyclic
graph (DODAG). In a DODAG, the edges do not form a loop
and are laid out so that they face towards the root node. The
sink node is the coordinator that acts as the graph root and is
the destination for all packets. To prevent cycles in DODAG,
a target function is defined to determine the rank of the nodes.
A node’s rank is a numerical value that shows the place of
the node within the DODAG. The closer a given node is to
the sink, the lower its rank. In fact, the rank indicates the rel-
ative position of each node to the root. The nodes regularly
inform each other about their ranks via periodic messages of
DODAG information objects (DIO) [1].

3. 6TiSCH Network

6TiSCH brings IPv6 to low-power industrial wireless net-
works and establishes communication between time-slotted
channel hopping (TSCH) networks and 6LoWPAN networks
[9]. 6TiSCH combines industrial functions with IPv6 and
provides a mechanism by which the link layer topology is
adapted to the routing topology [10]. Figure 3 shows the pro-
tocol stack of 6TiSCH, using different protocols and standards
in each layer [11], i.e., IEEE 802.15.4 in the physical lay-
er, TSCH in the media access control (MAC) layer, SF as
a scheduling algorithm and the 6Top protocol. In the network
layer, the RPL protocol is used for routing and constructing
the topology, and 6LoWPAN is used for IPv6 address map-
ping for the nodes and for compressing IPv6 packet headers.
The UDP protocol is used in the transmission layer, when er-
ror detection and correction are not necessary. It is also used
in running programs to avoid excessive process overheads.
UDP is used for time sensitive applications. The CoAP pro-
tocol [12] is also used in the application layer as one of the
most widely used protocols in the IoT. This protocol is stan-
dardized by targeting limited nodes in low-power networks.
This protocol gives devices the ability to connect to a wider
range of networks.

4. Centralized Scheduling Algorithm

In this type of scheduling, it is the central node that assumes
the role of the host and is responsible for the formation and
maintenance of network scheduling. All the network nodes
periodically inform the host about the list of their neighbors
and the data they generate. Using the gathered information,
the host creates a network bonding graph and allocates an
appropriate number of time slots to the bonding links based on
the information concerning the amount of the data produced
by each node. Once the scheduling has been completed, the
admin node provides each node with its schedule. In real-
world environments, networks have a main node called as
a sink. In centralized scheduling, the host node is usually
in charge of this task. As this node has knowledge about
the entire network, the centralized solution offers an optimal
schedule. In scenarios in which the topology is changing and
there is a need for network reconstruction, the distributed
solution is a more suitable choice [1].

5. Literature Review

Palattella et al. [13] proposed a basic method called TASA
which is a centralized scheduling algorithm based on network
topology and traffic load. Unfortunately, the TASA algorithm
was less efficient than other algorithms. Jin et al. [14] pro-
posed the adaptive multi-hop scheduling (AMUS) approach.
This method executes three functions: scheduling, experimen-
tal cell allocation, and End-of-Q informing mechanism. Choi
et al. in [15] proposed an algorithm for centralized scheduling,
called CLS. Using the minimum number of control messages,
CLS creates an efficient schedule multi-hop schedule, as it
allocates and moves the slots without re-scheduling the en-
tire application. Paper [16] used a routing structure based on
multiple paths in which every router has several further hops
ahead of it to increase fault tolerance. The authors also pro-
posed a scheduling algorithm in which several senders that
are connected to a single receiver are scheduled within a cell.
This method is useful in multipath applications.
Sebastian et al. [17] developed a method for implementing
multiple sinks based on DODAG. In this method, the topol-
ogy contains multiple DODAGs which have separate sink
nodes. There is no connection between these nodes, and such
an approach reduces delay. This method can be suitable for
considering the multi-sink approach in a network. Only few
studies have been performed recently focusing on scheduling
in networks with the possibility of creating multiple sinks.
Some of the main reasons behind using multiple sinks in
a network include the following: increasing network life-
time, reducing power consumption, and improving reliability.
Therefore, the aim of this study is to implement multiple sinks
in 6TiSCH networks as separate DODAGs and utilize a cen-
tralized scheduling algorithm, adopted from [15], to improve
the use of multiple sinks in a 6TiSCH simulator [18], as well
as to enhance power consumption, network lifetime, packet
delivery rate, and delay.
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Fig. 4. Topology with three sinks.

6. The Proposed Multi-sink CLS

In the proposed method, several sinks are implemented in
a 6TiSCH simulator [18], [19]. We increase the number of
sinks to three (Fig. 4) and we select nodes 0, 1, and 2 as sinks.
Given this, formation about network topology changes and
the network initially contains three sinks that are connect-
ed to each other. Through these connections, the nodes can
send packets to other sinks. This will increase the delay. Ac-
cording to [17], we use the idea of Multi-DODAGs and apply
a limitation by removing the connection between the sinks.
Therefore, the topology now contains three DODAGs with
three separate sinks, and delay is improved.
We use the CLS algorithm [15] in a multi-sink mode. The
proposed method is named MCLS. This algorithm has two
main features. It is a multi-hop scheduling algorithm that
considers the order of scheduling the links, simultaneously
taking into account interference during the scheduling pro-
cess. Thank to such an approach, the receiver node cannot
receive data simultaneously from several sender nodes, be-
cause the signals may interfere with each other. Given these
two features, the process of scheduling is as follows.
First, a scheduling matrix should be formed that is available
to all nodes. The nodes can analyze the information in the ma-
trix before scheduling and then cell allocation is performed.
Cell allocation refers to the attempt to find the appropriate
time and channel for the intended node. In TSCH, the number
of the slot number is called slot offset and the channel number
is called channel offset. Slot offset and channel offset are also
determined by the number of matrix rows and columns, re-
spectively. The strategy of scheduling and allocating suitable
times and channels is based on interference level. Schedul-
ing is performed for a given node using the distance of each
node from its parent, i.e., hop distance or node rank. Thus,
for nodes which are at a distance of one hop from the sink
node, the slot offset from the first time slot is set, equaling
1 [15]. The first time slot for scheduling is set as 1, because
time slot 0 is used to send initial packets, such as beacon and
RPLDIO. The channel offset value is calculated as [15]:

ChannelOffset = rank(hopdistance)− 1 , (1)

where rank is the node’s distance from its parent.
When the nodes are at a distance of several hops from the
sink node, the slot offset value can be calculated according
to [15]:

SlotOffset = SlotOffset(parent) + 1 . (2)
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Fig. 5. Scheduling for a one-hop scenario.

In Eq. (2), the value of slot offset (parent) is calculated with
reference to the slot offset of the parent which has connected
to the network beforehand and for which cell allocation has
already been completed. The value of channel offset can
be calculated by Eq. (1). Scheduling is performed based on
a dynamic strategy. This means that when the simulator is
run, scheduling and cell allocation are performed for a node
at the moment when it connects to the network. Figures 5–6
show the scheduling and cell allocation processes for one-hop
and multi-hop scenarios. Figure 7 shows the pseudocode of
the MCLS allocation scheduling algorithm for cell allocation.
This algorithm is executed for each node that joins DODAG.
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Fig. 6. Scheduling for a multi-hop scenario.

7. Simulation and Evaluation

The proposed MCLS method was simulated using 6TiSCH
[18], [19]. It is a Phyton based open-source tool which has
been developed by the IETF 6TiSCH work group. This sim-
ulator measures different criteria, such as end-to-end delay,
end-to-end reliability, power consumption, and network life-
time. Using this simulator, we compare the results of MCLS
with the following methods from the literature:
– the CLS [15] centralized scheduling algorithm that assumes

a single sink node in the network,
– Multi-DODAG from [17] which implemented multiple

sinks in separate DODAGs in a network, lacking a schedul-
ing algorithm for the nodes.
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Fig. 7. MCLS scheduling algoritm.

Tab. 1. Simulation parameters for the first scenario.

Parameter Value

Number of nodes 10, 12, 14, 16, 18, 20
Duration of simulation 260 s

Routing algorithm RPL
Packet size 90 bytes

Packet transmission
period 60 s

Tab. 2. Simulation parameters for the second scenario.

Parameter Value

Number of nodes 20
Duration of simulation 330 s

Routing algorithm RPL
Packet size 90 bytes

Packet transmission
period 20, 30, 40, 50, 60 s

The criteria for evaluation in each scenario include network
lifetime, reliability, packet transmission rate, and delay. In or-
der to make more accurate interpretations of the results, we
will keep to a confidence level of 99%. Moreover, the loca-
tion of each node is randomly arranged around the sink and
in a 2× 2 square space.
In the first scenario, the performance of MCLS is exam-
ined in terms of an increase in the number of nodes as well
as scalability. The simulation parameters of the first sce-
nario are listed in Tab. 1. Figure 8a shows that the average
lifetime of the network is greater in the proposed method.
The reason is that reduced power consumption and traffic
loads enhance network lifetime. Figure 8b shows the average
end-to-end delay. As one may notice, in some cases the delay
in MCLS is lower than in CLS, especially where the num-

Tab. 3. Simulation parameters for the third scenario.

Parameter Value

Number of nodes 20
Duration of simulation 254 s

Routing algorithm RPL
Packet size 90 bytes

Packet transmission
period 20, 30, 40

Number of sink nodes 1, 3, 5, 7, 9 s

Tab. 4. Simulation parameters for the fourth scenario.

Parameter Value

Number of nodes 20
Duration of simulation 254 s

Routing algorithm RPL
Packet size 90 bytes

Packet transmission
period 1, 5, 7, 10 s

ber of nodes is greater. The reason is that, in multiple sinks,
the distance between the nodes and the sinks is reduced and
packets arrive at the sinks with a shorter delay. It may be no-
ticed that MCLS has significantly decreased the delay of the
Multi-DODAG method. As shown in Fig. 8c, the packet de-
livery rate (expressed in percentages) in MCLS and CLS is
better than in Multi-DODAG, because, as mentioned earli-
er, the Multi-DODAG method does not perform scheduling
for nodes. Moreover, as MCLS uses multiple sinks and re-
duces the network’s traffic load, it decreases the probability
of packet loss and increases the packet delivery rate.
In the second simulation scenario, the performance of MCLS
is examined in terms of the number of packets sent and traffic
load. The simulation parameters are listed in Tab. 2. As
shown in Fig. 9a, MCLS performs better than the two other
methods at higher traffic rates. If the nodes send a packet
every 20 s, the nodes’ lifetime will still remain longer in
MCLS. This is explained by the presence of the sink nodes in
the network, as these can manage large traffic loads. Figure
9b shows the changes in the average end-to-end delay for dif-
ferent packet transmission durations. The average delay in
MCLS has decreased in comparison with the two remaining
methods, due to the smaller number of hops required to ar-
rive at the destination. Figure 9c shows the changes in the
average packet delivery rate for different packet transmis-
sion durations. In MCLS, due to the existence of multiple
sinks in the network, the network’s traffic load for differ-
ent packet delivery durations is distributed among the sink
nodes. Therefore, the packet delivery rate of the sink nodes is
greater than in the two other methods, even when the packets
are sent every 20 s and the network is very crowded.
In the third scenario, the performance of MCLS is examined
based on the number of sink nodes (Tab. 3).
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Fig. 8. Simulation results for scenario 1: a) average network lifetime, b) average delay, and c) average packet delivery rate.
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Fig. 9. Comparison of: a) average lifetime, b) average end-to-end delay, and c) average packet delivery ratio.
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As one may see in Fig. 10, as the number of sink nodes in the
network increases and for different packet transmission dura-
tions, such parameters as network lifetime, delay, and packet
delivery rate improve as well. The reason is that the nodes
consume less power for packet transmission and, therefore,
have a longer lifetime.
On the other hand, packets are delivered with smaller delays
due to the decrease in the number of hops from the source to
the destination node. Also, due to the existence of multiple
sinks, the network’s traffic load for different packet delivery
durations is distributed among the individual sink nodes. This
causes an increase in packet delivery rate in the sink nodes.
As can be seen in the comparison with Multi-DODAG and

CLS, MCLS has improved network lifetime and packet deliv-
ery rate, simultaneously decreasing delay.
In the fourth scenario, the network’s congestion control capa-
bilities are examined. For this purpose, by adding the number
of packets sent per second, network lifetime parameters,
packet reception and delay are analyzed (Tab. 4). As shown
in Fig. 11, along with the growing network congestion, the
proposed method works better and the parameters of lifetime,
latency and packet delivery are improved.
In the proposed method, due to the presence of several sink
nodes, when the number of packets sent from the nodes
increases, the network can manage the congestion more ef-
fectively. Therefore, the packet loss rate is reduced and the
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nodes do not need to resend them. They consume less ener-
gy and, finally, the overall lifetime of the network increases
compared to the two other methods.
On the other hand, due to the presence of several sink nodes
and the reduction of the number of steps between the source
and the destination, the packet sending delay is reduced.

8. Conclusion

In this paper, we implemented multiple sinks in the 6TiSCH
simulator and use a centralized scheduling algorithm. To im-
plement multiple sinks, we used the Multi-DODAG method
which lacks a scheduling component. For the purpose of
scheduling the nodes, we used the CLS method, i.e. a central-
ized scheduling algorithm that contains one sink node only.
The proposed method is called MCLS and uses both multiple
sinks, just like Multi-DODAG, and a centralized scheduling
method, just like the CLS method. According to the simu-
lation results, MCLS has overcome the limitation of using
one sink in CLS and has outperformed Multi-DODAG by
adopting the centralized scheduling algorithm of CLS. As
discussed in the evaluation section, the criteria of network
lifetime, end-to-end delay, and packet delivery rate in different
scenarios were improved for each of the methods.
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