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Purpose: The paper presents an analysis of a scientific publication with regard to the frequency 6 

of words and n-grams. The research problem addressed was the question to what extent the text 7 

mining analysis of a scientific publication will allow to infer its content. 8 

Design/methodology/approach: The main research method is the analysis of tokenized text 9 

using word count functions, bigrams, and trigrams in selected sections of a scientific 10 

publication. The results of text mining analysis were compared with the classic, non-automated 11 

text analysis of the publication. The presented study is a pilot project in the form of a case study. 12 

Findings: The proposed method of analyzing a scientific text using an analysis of the frequency 13 

of words and n-grams enables inference of the content of the paper with regard to the names of 14 

variables involved in the study, the statistical apparatus used and the key literature cited.  15 

It should be observed, however, that the discussed method does not make it possible to establish 16 

which variables are moderators and which are mediators. 17 

Originality/value: In this paper, the text mining technique was used differently in the discussed 18 

study than in previous works. The publication was not examined in its entirety, as previous 19 

researchers did, but text mining analysis was applied to individual parts of the paper, i.e. the 20 

part discussing theoretical foundations of the research and the part presenting the research 21 

method, research results, and their discussion. This allowed for obtaining more precise results 22 

regarding the content of the publication. 23 

Keywords: text mining, R in text mining, n-grams, scientific publication analysis. 24 

Category of the paper: A case study. 25 

1. Introduction  26 

With the advent of Web 2.0 and social media, the number of unstructured text data has 27 

increased. It is estimated that the number of data saved in text files is 85-90% of all data existing 28 

worldwide (Hotho, Nürnberger, Paaß, 2005). To facilitate its analysis, a text mining technique 29 

was proposed, which emerged in the 1990s. It is used to analyze texts in order to extract 30 

unstructured information contained in data set (Szymańska, 2017). It is, thus, a text mining 31 
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technique that automatically extracts previously hidden, unknown and potentially useful 1 

information from a large amount of unstructured text data in a scalable and repeatable way  2 

(Fan et al., 2006; Frawley et al., 1992). Text mining, therefore, provides information obtained 3 

as a result of document analysis and is treated as a special application of statistics 4 

(Zwierzchowski, 2017). It is assumed that text mining is interdisciplinary in nature and is 5 

related to data mining, natural language processing, information retrieval, statistics, linguistics, 6 

mathematics and computer science. The use of text mining is also interdisciplinary.  7 

This method is used both in technical, social and natural sciences (see Allahyari et. al., 2017, 8 

Berezina et. al., 2016, Fleuren and Alkema 2015, Krallinger et. al., 2017, Boussalis and Coan 9 

2016, Debortoli et. al., 2016, Ngai et al. 2016, Szymańska 2017).  10 

Researchers using text mining in their work emphasize that it was used on large data sets, 11 

for simultaneous analysis of many works. However, the usefulness of text mining for a single 12 

work is also interesting. Therefore, the research problem undertaken in this paper concerns the 13 

answer to the question: 14 

To what extent will text mining analysis of a scientific publication enable inference of its 15 

content? 16 

Exploration of text data begins with the general acquisition and standardization of text data. 17 

This means obtaining and unifying documents that will be analyzed. Standardization usually 18 

involves transformation of the document into a text file, removal of formatting characters,  19 

and standardization of the coding characters. The collected documents are then subjected to the 20 

stage of tidying the data contained therein. Data tidying, according to Silge and Robinson  21 

(Silge, and Robinson, 2019), begins with the tokenization of a text data set. It involves dividing 22 

the analyzed text into tokens, i.e. significant units of text that we want to analyze. An example 23 

of tokens can be words in the analyzed text. The tokenization process should also include 24 

replacement of all uppercase words with lowercase words, removal of the so-called white 25 

spaces and punctuation marks. The need to replace all words with lowercase words results from 26 

the requirement to standardize their spelling, which is important from the point of view of future 27 

analysis. This is done so that when counting the frequency of words in the text at a later stage, 28 

the count function does not count the same words like e.g. “project” and “Project” separately. 29 

Tokenization is followed by the stage of removing words irrelevant from the point of view of 30 

analysis, i.e. stop words. Stop words are words and phrases that give the text meaning and 31 

complement it, but do not provide specific information on their own. They include parts of 32 

speech such as pronouns, conjunctions, prepositions. Therefore, such words should be removed 33 

from the set of analyzed words, as they will not bring relevant content to the analysis. In addition 34 

to tokenization and elimination of words irrelevant for analysis, textual data tidying also uses 35 

stemming, i.e. finding word cores (e.g. words connect, connected, connecting, connections have 36 

a common core “connect”). The processes of tokenization, elimination of stop words and 37 

stemming are referred to as preprocessing methods (Vijayarani et al. 2015; Allahyari et al., 38 
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2017). Text analysis begins after the preprocessing methods stage. Word and n-gram frequency 1 

and word correlation analyzes are performed the most frequently on tidied text. 2 

2. Methods 3 

Text analysis was performed in R using the tidytext, dplyr and tidyr packages. A publication 4 

on human resource management “Supervisor motivating styles and legitimacy: moderation and 5 

mediation models” was selected for the pilot study (Kanat-Maymon et al. 2017). It was assumed 6 

that the main sections of the document would be analyzed, i.e. theoretical literature background 7 

and the methods, results and discussion sections to be analyzed together. Therefore, separate 8 

text documents have been created for the mentioned sections of the article. The reason for 9 

creating a joint document for the last three sections of the paper was the small volume of some 10 

of them and the repeatability of the vocabulary associated with the research method used, 11 

especially the statistical apparatus. 12 

After importing data from a text file using the readLines function, the data was recognized 13 

as character type. Then it was transformed into a data frame using the tibble command from the 14 

tidyr package (see Fig.1). 15 

 16 

Figure 1. Conversion of text data into data frame. Own study based on: (Silge, and Robinson, 2019). 17 

The created data frame was then tokenized and tidied from words irrelevant for further 18 

analysis (stop words). The result was also a data frame (see Figure 2). Tokenization was 19 

performed based on words, bigrams and trigrams (see Figure 3), which were then counted and 20 

visualized on bar charts. In the process of data tidying, stemming (finding word cores) was not 21 

performed as this would not allow the analysis of words and n-grams for parts of speech, which 22 

would disturb the analysis. 23 

 24 

Figure 2. Tokenization and tidying of the data frame of words irrelevant for further analysis. Own study 25 
based on: (Silge, and Robinson, 2019). 26 
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 1 

Figure 3. Tokenization of words and n-grams. Own study based on: (Silge, and Robinson, 2019). 2 

The research results obtained with the text mining techniques discussed above were 3 

compared with classic text analysis based on text reading. Comparison of the results of both 4 

types of analysis enabled conclusions concerning the quality of text mining analysis. 5 

3. Results 6 

The scientific publication analyzed was entitled: “Supervisor motivating styles and 7 

legitimacy: moderation and mediation models” (Kanat-Maymon et al. 2017). The keywords 8 

presented by the author are: motivation, legitimacy, self-determination. Figures 4-5 present the 9 

visualization of the results of text mining analysis for words, bigram and trigrams made for the 10 

Theoretical background section, while in Figures 6-7 the visualization for the results of the 11 

Methods, Results and Discussion section analysis.  12 

Analysis of the section Theoretical background 13 

Since the title of this paper indicates that a model is developed therein, the variables of this 14 

model were selected by searching for nouns in the list of the most common words. Analysis of 15 

the word counts presented indicates that the model developed in the paper is associated with 16 

the following variables: “legitimacy” (48 occurrences) and “motivation” (23 occurrences), 17 

“autonomy” (25), “style” (25), and “employees” (22). Three of these terms also appear in the 18 

title (legitimacy, motivating, style) and two (legitimacy, motivating) in the keywords provided 19 

by the author. Further analysis of the frequency of words also enabled identification of such 20 

variables as: “authority”, “supervisor”, “outcomes”, “support”, “depression”, “job”, “burnout”, 21 

“engagement”, “satisfaction”.  22 

Bigram analysis provides further information. The motivational styles discussed in the 23 

publication are those related to the terms “autonomous motivation”, “autonomy support”, 24 

“controlling motivating”, and “job satisfaction”. The bigrams “perceived legitimacy” and 25 

“perceived supervisor”, “supervisor legitimacy” occurred often (7 times), specifying the 26 

variable “legitimacy” and connecting it with the variable “supervisor”. Repeated appearance of 27 

“positively linked” in bigram suggests that the theoretical background concerned development 28 

of the notion of the influence of variables (positive correlation) in the created model.  29 

• word: unnest_tokens(wort, text)

• bigram: unnest_tokens(bigram, text, token=“ngrams”, n=2)

• trigram: unnest_tokens(trigram, text, token = “ngrams”, n=3)
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Trigram analysis further specifies the concepts associated with “legitimacy” by identifying 1 

“perceived supervisor legitimacy”. Trigrams also show a great deal of focus on development of 2 

the topic towards “autonomy supportive motivating”. They also indicate “sdt based motivating” 3 

(i.e., Self-Determination Theory of Motivation) as the main theory of motivation on which 4 

theoretical considerations are based. Bigram and trigram analysis shows that the literature cited 5 

in the paper the most frequently Tyler’s publications from 1997 and 2005 (8 times each).  6 

The papers of Deci from 2017 (7 times) and from 2005 (6 times) were also often cited.  7 

It can therefore be assumed that the theoretical research background of the analyzed publication 8 

was inspired by these works. In addition, publications from 2000, 2001 and 2013 were often 9 

cited, although bigrams did not indicate who was their author. Instead, they showed that the 10 

authors: Kanat Maymon (i.e. one of the authors of the analyzed paper) and Ryan made  11 

a significant contribution to the theoretical foundation of the analyzed publication. 12 

  13 

Figure 4. Words and bigrams for the section Theoretical background. Own work. 14 
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 1 

Figure 5. Words and bigrams for the section Theoretical background. Own work. 2 

Classic text analysis (i.e. by reading) has shown that the variables in the model under 3 

development are: “supervisor’s autonomy motivating style”, “supervisor’s controlling 4 

motivating style”, “job satisfaction”, “affective commitment”, “engagement”, “burnout”, 5 

“depression”. Therefore, comparing the results obtained from the list of word and n-gram 6 

frequency, it can be observed that the text mining analysis identified all model variables except 7 

the “affective commitment” variable. Therefore, it can be said that the presented method of 8 

searching for model variables based on the highest frequency of words and n-grams is highly 9 

effective. 10 

Analysis of the section Methods, Results and Discussion 11 

Analysis of the frequency of words, bigrams and trigrams in the section Methods, Results 12 

and Discussion shows that the variable associated with all variables was “legitimacy” (this is 13 

indicated by its high frequency of occurrences, n=55 and confirms the presence of this variable 14 

in the title of the publication). Bigrams indicate that “legitimacy” is more precisely referred to 15 

as “perceived legitimacy”. Variables that are associated with it are variables related to the terms:  16 

 “autonomy support”, “autonomous motivation”, “autonomy supportive”, “autonomy 17 

supportive style”, “supervisor autonomy support”, “supervisor motivating style”, 18 

“perceived autonomy support”, 19 

 “controlling style”, “controlling motivation”, “supervisor controlling”, “controlling 20 

motivating style”, “supervisor controlling style”, 21 

 “supervisor motivating style”, 22 

 “job satisfaction”, “satisfaction engagement”, 23 

 “employee outcomes”. 24 
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  1 

Figure 6. Words and bigrams for the section Methods, Results and Discussion. Own work. 2 

The words and bigrams also feature terms related to moderating and mediating variables 3 

(“moderation”, “mediational”, “mediation”, “moderation hypothesis” “mediational model”, 4 

“moderation effects”, “indirect effect”) and the terms used regarding statistical inference 5 

(“significant”, “95 per cent”, “cronbach’s coefficient”, “significant positive association”).  6 

They indicate the statistical methods used. As regards the literature cited in the Methods, 7 

Results and Discussion section, the papers referred to the most frequently are: Hayes, 2013, 8 

Lind, 1992 and Tyler, 1997. 9 
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 1 

Figure 7. Trigrams for the section Methods, Results and Discussion. Own work. 2 

Classic text analysis by reading confirmed the variables indicated by text mining,  3 

the statistical methods used and the focus of the research on the search for mediators and 4 

moderators. However, comparing the results of the described text mining analysis with the 5 

classic text analysis, one can notice the advantage of the classic method, which gives results 6 

not only in the form of variables, but also describes the positive or negative impact of individual 7 

variables on each other (specifically on the “perceived legitimacy” variable and specifies which 8 

variables are mediators or moderators. The presented text mining analysis based on the 9 

frequency of words and n-grams did not enable drawing such conclusions.  10 

4. Discussion 11 

The text mining technique was used differently in the discussed study than in previous 12 

works (see Szymańska, 2017; Wyskwarski, 2017). The publication was not examined in its 13 

entirety, as previous researchers did, but text mining analysis was applied to individual parts of 14 

the paper, i.e. the part discussing theoretical foundations of the research and the part presenting 15 

the research method, research results and their discussion. Three sections of the publication 16 

were analyzed together, due to the fact that the vocabulary associated with the statistical 17 

apparatus applied was repeated in each of them. Moreover, some of these sections were not 18 

very extensive, and most text mining researchers suggest working with large text sets  19 

(see Allahyari et al., 2017). The stemming process, recommended by some researchers, was not 20 

used (see Allahyari, and Kochut, 2015, Allahyari et al., 2017, Vijayarani, 2015) as its 21 

implementation would make it impossible to recognize the parts of speech returned by the word 22 
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count and n-gram functions used. And the analysis of parts of speech was crucial for concluding 1 

on model variables. Since the title of the publication suggested that it relates to the construction 2 

of a model, the approach based on the analysis of parts of speech enabled identification of 3 

variables of the created model in the analyzed publication. Techniques proposed by Silge and 4 

Robinson (Silge, and Robinson, 2019) based on counting word frequency and n-gram frequency 5 

gave very good results in this study. Unfortunately, these techniques did not work in the analysis 6 

of the combined text of sections: Methods, Results and Discussion. They only allowed to infer 7 

the statistical apparatus used, the names of variables of the model, and the literature cited in this 8 

part of publication. They did not enable inference on how variables affect each other. Perhaps 9 

the postulate on working on large text sets in this case proved to be unfavorable and approaching 10 

the said sections separately would give better results. It should be examined in subsequent 11 

studies. 12 

5. Conclusion 13 

Due to the fact that the title of the analyzed paper suggested the construction of a model,  14 

it was essential to answer the question what variables make up this model. A significant role in 15 

finding these variables was played by word frequency analysis, which was the starting point for 16 

inference of the model variables developed in the paper. Bigram and trigram analyzes deepened 17 

inference and presented the variables in a more precise way. N-grams (bigrams in particular) 18 

also revealed which of the cited publications had a significant contribution to the theoretical 19 

foundation of the model presented in the paper. The analysis of the frequency of words and 20 

trigrams supported the inference from bigrams. The analysis revealed the following variables:  21 

 “autonomy support”, “autonomous motivation”, “autonomy supportive”, “autonomy 22 

supportive style”, “supervisor autonomy support”, “supervisor motivating style”, 23 

“perceived autonomy support”, 24 

  “controlling style”, “controlling motivation”, “supervisor controlling”, “controlling 25 

motivating style”, “supervisor controlling style”, 26 

 “supervisor motivating style”, 27 

 “job satisfaction”, “satisfaction engagement”, 28 

 “employee outcomes”. 29 

In turn, the analysis of some words and n-grams from the Methods, Results and Discussion 30 

section only confirmed the names of the variables studied and the statistical methods used.  31 

It was known, for example, that the confidence level was 0.95, the Cronbach coefficient was 32 

calculated, and the most common words and bigrams presented pointed to the search for 33 

mediating and moderating variables (mediators and moderators). However, on the basis of the 34 
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performed text mining analysis, it could not be concluded whether the influence of individual 1 

variables on each other was significant.  2 

The conclusions about the works cited in the publication were an interesting discovery.  3 

An analysis of the frequency of words and n-grams enabled the identification of publications 4 

that had a significant impact on the analyzed paper, both in the part devoted to theoretical 5 

foundations of the model and the part concerning research results (mainly discussion of these 6 

results). Bigram and trigram analysis showed that the literature cited in the paper the most 7 

frequently Tyler’s publications from 1997 and 2005. The papers of Deci from 2017 and from 8 

2005 were also often cited. It can therefore be assumed that the theoretical research background 9 

of the analyzed publication was inspired by these works. 10 

It can, therefore, be concluded that the proposed method of analyzing a scientific text using 11 

an analysis of the frequency of words and n-grams enables inference of the content of the paper 12 

with regard to the names of variables involved in the study, the statistical apparatus used and 13 

the key literature cited. The time needed for analysis with this method included: creating files 14 

containing the part devoted to theoretical background and the part devoted to results and their 15 

discussions, as well as time devoted to counting the frequency of words and the frequency of 16 

n-grams. Creating files was done by copying the relevant parts of the paper (less than  17 

10 minutes), while counting the frequency of words and n-grams took seconds. This is  18 

a significantly shorter time than the time that would have to be spent to read or at least skim 19 

over the publication. It should be observed, however, that the discussed method does not make 20 

it possible to establish which variables are moderators and which are mediators (in contrast to 21 

the method based on classic text reading). Therefore, further development of text mining 22 

techniques should be directed towards enabling inference in this regard. 23 
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