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Abstract

One of the fundamental issues of modern society is access to interesting and useful con-
tent. As the amount of available content increases, this task becomes more and more
challenging. Our needs are not always formulated in words; sometimes we have to use
complex data types like images. In this paper, we consider the three approaches to creat-
ing recommender systems based on image data. The proposed systems are evaluated on a
real-world dataset. Two case studies are presented. The first one presents the case of an
item with many similar objects in a database, and the second one with only a few similar
items.
Keywords: feature extraction, recommender systems, heatmaps

1 Introduction

Nowadays, each company wants to attract as
many customers as possible. The way to achieve
the desired effect is to provide their customers with
what they want. As a result, their portfolio includes
countless numbers of products. It is a common is-
sue in many branches like video streaming, online
stores, or search engines, to mention a few of them.
The tech giants like Google, Facebook, and Netflix
are spending a wealth to create newer and better rec-

ommender systems [3]. The purpose of those sys-
tems is to provide a personalized list of products
that can especially interest a given user. Various ap-
proaches have been considered to address the prob-
lem.

One of the most popular is collaborative filter-
ing [14]. Its general idea is to find (in the entire
database) the most similar users to the considered
one. And the next step is to propose a set of prod-
ucts that are highly rated by this group but had not
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been considered by the chosen user yet. Besides the
fact that this approach has been found beneficial in
many cases, it still suffers from some drawbacks.
As one of the major ones, we can point out that it
cannot incorporate the user’s taste. Although each
person has specific interests, the provided recom-
mendation will be more tailored to some group of
people than to the given user. The other approach,
the content-based recommendations, is based on a
comparison of the products themselves [1]. The
system extracts some features from each of them,
and in the next step, it tries to find the most appro-
priate products based on the features’ similarities.
Products that are most similar to those that have
been highly rated by the user are recommended.
While this method allows adjusting the recommen-
dation to the ratings of a specific user, it still does
not allow taking into account their mood at a given
moment. After all, it is not that the user always has
uniform expectations. His previous ratings are the
product of many different needs occurring at dif-
ferent periods. The study is currently underway to
create a recommendation system that uses the user’s
tips on what they are looking for at the moment. If
the user can clearly define his needs then he can use
the knowledge-based approach. However, in most
modern systems, it is not possible to predefine all
user needs, and the users themselves are not fully
aware of what they expect at the moment. To meet
these needs interpretable recommendation systems
are dynamically developing [12]. On the one hand,
they allow the user to understand why a given item
was recommended, but on the other hand, they can
also help define the user’s needs. This issue is es-
pecially difficult when it comes to the analysis of
complex data, such as images [7], [6], [10], [11],
[16]. Given the recommendations based on the pic-
tures, it is not always clear what part of the image
takes our special attention.

Based on the aforementioned motivation, we
have decided to study the application of heatmaps
to image-based recommended systems. In particu-
lar, the contribution of the paper can be summarized
in the following points

– The usefulness of heatmaps to imaged-based
recommender systems was examined.

– The new approch to create a feature map was
propose. The proposition is based on the Grad-
Cam algorithm.

– The experimental results was performed on
H&M datasets

The rest of the paper is organized as follows.
In section 2, the current studies on content-based
recommender systems are presented. Section 3 de-
scribes all the approaches considered in this paper.
The experimental results are presented in section 4,
and the conclusions are given in section 5.

2 Related works

IIn recent years, the importance of recommen-
dation systems has increased. Many articles show-
ing the different ways of creating such systems have
followed suit. In this section, we will focus on the
latest papers about the content-based recommenda-
tion approach.

The article [5] examined the possibility of using
CNN to create a clothing recommendation system.
For this purpose, two independent networks have
been created. Both networks are classifiers where
the inputs were images of clothes. The labels for
the first network correspond to the categories re-
lated to the target group of customers (men, women,
children). The labels for the second network are
categories related to the type of clothing. To cre-
ate a single descriptor for a single image, the val-
ues from the last (12th) layer of both networks were
concatenated. Consequently, the similarities of the
images are based on the cosine similarity measure
of 136-dimensional vectors. The topic of cloth-
ing recommendations was developed in [9]. The
authors consider additional factors such as gender,
body height, and clothing features. To gain infor-
mation about body height, they applied a face detec-
tion mechanism. Moreover, the system consisted of
two neural networks: CNN for gender recognition
and GoogleNet for clothing attributes recognition.
Next, they incorporate information about the tex-
ture of the clothing. The authors of [18] proposed
a new hybrid method for image clustering using
the combination of Particle Swarm Optimization
(PSO) with k-means clustering algorithms. The im-
age’s features are based on colour histogram, colour
moment, co-occurrence matrices, and wavelet mo-
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ment. The paper is designed for content-based im-
age retrieval, but it has obvious applications in rec-
ommender systems.

An approach that incorporated hand-crafted im-
age features was presented in [2]. The authors ob-
tained descriptors by application of SIFT feature
extraction algorithm. They use the Bacteria Forag-
ing Optimization algorithm to reduce the complex-
ity, cost, energy, and time consumption. The sim-
ilarities are obtained by the application of a deep
neural network. Unfortunately, the details of this
network have not been introduced. The paper [4]
proposed the movie recommender system based on
hybrid features. The hybrid nature of the features
is related to their origin. The authors distinguished
editorial, user-generated, and image-visual features.
The visual characteristics features were determined
by calculating the proportion of the different colour
pixels for the whole image and then scaling them
into one of eight categories.

Recently, several surveys presenting the current
state of knowledge about recommendation systems
have also been created. The graph-based approach
is present in [8] and [17], and session-based ap-
proach in [15].

3 Features of the items

In this section, we recall the method which al-
lows us to indicate key fragments of images. They
are the crucial part that allows the interpretability of
recommendations. We will be focused on two com-
monly used methods, i.e., guided backpropagation
and unconvolution, and our modification of those
methods. The methods allow us to create a feature
vector to feather uses in the recommendation sys-
tem. In the last subsection, we demonstrate the al-
gorithm to create a recommendation system.

3.1 Various methods to extract regions of
interest from an image

To visualize the most important image regions
that have the most impact for its final assessment,
the method of inverting the data flow through the
network should be used. First, a high-level layer is
established from which the signal is sent to the in-
put of the network. As a result, we get a heatmap
that has non-zero values only in selected areas. Var-

ious approaches can be used to reverse the data flow.
The two most popular are backpropagation and de-
convolution. Let us denote by f l the feature map
established by the l-th layer of the convolutional
network. For backpropagation, we need to know
the gradient from the network output to the selected
layer; let us denote it Rl+1. The gradient can be
computed only if differentiable activation functions
are applied in neurons. As ReLU is one of the
most popular activation functions and is not differ-
entiable on its whole domain then some modifica-
tion should be used. The process can be represented
by the following equation

Rl = ( f l > 0) ·Rl+1. (1)

The above formula allows us to calculate the image
representation for the lower layers of the network.
Besides the issue of non-linearity of the ReLu func-
tion, transmitting gradients corresponding only to a
positive value in the feature map produces good re-
sults. In contrast, the deconvnet method allows only
positive gradients to go to lower layers, regardless
of the value of the feature map itself. It can be ex-
pressed as the following equation

Rl = (Rl+1 > 0) ·Rl+1, (2)

or equivalently in a form

Rl = max(Rl+1,0), (3)

where the maximum values are computed for ev-
ery component of the gradient Rl+1 separately. Fi-
nally, the authors of [13] propose a new method,
called ’guided backpropagation’, which combines
both approaches. The method is given by the fol-
lowing formula

Rl = ( f l > 0) · (Rl+1 > 0) ·Rl+1. (4)

Based on these methods, we want to propose a new
one to improve heatmap extractions. The method
proposed in (4) transmits only positive gradients;
however, in a high-level feature, negative values
play also a crucial role in a decision process so we
decided to incorporate those regions into consider-
ation. The proposed procedure can be expressed in
the following form

Rl = ( f l > 0) ·abs(Rl+1), (5)

where abs(·) is a function returning a feature map
of absolute values of a given feature map.
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3.2 Feature extraction

We will consider three approaches to extract
features for the following use in the recommender
system. The approaches are based on heatmap ex-
traction methods described in subsection 3.1. In
particular, we will use the deconvolution method
given by (3), the guided backpropagation given by
(4), and the newly proposed method given by (5).

Let us assume that the last convolutional layer
(l) is composed of k filters, and the output of this
layer ( f l) is a tensor of shape equal to (k,w,h). We
have also computed the gradient from the output to
the l-th layer, Rl+1. Now, we can define the three
approaches md1, md2, and md3, given by

– md1 => f latten
(
( f l > 0) ·abs(Rl+1)

)
,

– md2 => f latten
(
max(Rl+1,0)

)
,

– md3 => f latten
(
( f l > 0) · (Rl+1 > 0) ·Rl+1

)
,

where f latten is an operation that changes the size
of the input tensor into the vector of size k ·h ·w.

3.3 Recommender system

The objective of our research is to analyze the
performance of the recommendation systems based
on product features, i.e., images. Therefore, we will
focus on the content-based approach. One of its
main advantages is its ability to deal with the so-
called cold-start problem (a situation where we do
not yet have user ratings for a given product). Such
a situation is common, e.g., in the case of intro-
ducing new items to the offer, which is particularly
common in the case of clothing sellers. Therefore,
we will focus on creating a system that issues rec-
ommendations solely based on comparing product
features. The process of indicating recommenda-
tions for a selected image will take place in the fol-
lowing steps:

– The first step is to create a neural network to ex-
tract features from an image. For this purpose,
we can use a classification neural network. We
can train the network from scratch or use one of
the popular pre-train models like VGG, ResNet,
or GoogleNet.

– Next, we have to extract the features. In our
experiments, we consider three approaches, de-

scribed in subsection 3.2. All of them are based
on heatmaps described in subsection 3.1.

– The final step is to choose the most similar
items. For this purpose, any similarity measure
can be used. In our experiment, we will apply
the cosine similarity measure.

The final step is to standardize the vector so that its
values are integers between 0 and 255.

4 Experimental results

4.1 Dataset and system setup

To evaluate the performance of various ap-
proaches, we have used the H&M datasets. It is
a real-world dataset based on the online store that
proposes an extensive selection of products, mainly
clothes. It contains the purchase history of cus-
tomers across time. However, as we are focused
on a specific task of giving recommendations based
only on the image, as was described in section 3.3,
we used only a set of images contained in this
dataset. The original set consists of over 105k im-
ages divided into 19 groups (like Shoes, Garment,
Full body, Garment lower body, etc.), where each
group is divided into a number of types (like bootie,
boots, heels). There are 130 types in total. To con-
duct the experiment we uses only part of this set
consisting of 2244 images divided into 61 types of
items. As shown in Figure 1, the number of ele-
ments belonging to each type is not uniform. The
lowest numerous type has only one, while the most
numerous type has 256 elements. The exact num-
bers of all types are given in table 1.

Figure 1. Number of elements of the types.
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Table 1. Number of data elements in each type

Type name no. Type name no. Type name no.
Alice band 1 Bag 17 Ballerinas 19
Belt 33 Bikini top 6 Blazer 10
Bodysuit 49 Boots 5 Bra 55
Bracelet 5 Cap/peaked 13 Cardigan 17
Coat 5 Costumes 2 Dress 75
Earring 18 Felt hat 5 Gloves 23
Hair clip 22 Hair string 12 Hair/alice band 15
Hat/beanie 52 Hat/brim 5 Hoodie 55
Jacket 46 Jumpsuit/Playsuit 7 Kids Underwear top 6
Leggings/Tights 113 Necklace 3 Night gown 3
Other accessories 54 Other shoe 4 Polo shirt 25
Pyjama bottom 5 Pyjama jumpsuit/playsuit 66 Pyjama set 16
Robe 20 Sandals 1 Scarf 32
Shirt 47 Shorts 80 Skirt 23
Sleep Bag 5 Slippers 7 Sneakers 5
Socks 134 Straw hat 1 Sunglasses 70
Sweater 87 Swimsuit 14 Swimwear bottom 17
T-shirt 158 Tailored Waistcoat 10 Tie 10
Top 57 Trousers 256 Umbrella 22
Underwear Tights 162 Underwear bottom 46 Unknown 1
Vest top 113

The VGG19 network was used as the classifier
applied in the recommendation system described in
section 3.3, see Figure 2. Nowadays, it is one of
the most popular models for image classification.
It maintains a good balance between accuracy and
complexity. In addition, since the network consists
of 19 layers, it works fast, which feature is impor-
tant in the case of recommendation systems.

Figure 2. The schema of VGG19 network.

The numerical experiments were carried out on
a computer with a 1.4 GHz quad-core Intel Core i5
processor, 8 GB of 2133 MHz LPDDR3 RAM and
the Intel Iris Plus Graphics 645 1536 MB graphics
card. The program was prepared in Python.

4.2 Case study

The effectiveness of the recommendation sys-
tem is difficult to assess. There are no objective
measures that would make it possible to unequiv-
ocally determine whether one system is better than
the other in laboratory conditions. Only the execu-
tion of a given system and checking to what extent
it helps users choose the content that interests them
is reliable. The most effective method of comparing
different systems is using the so-called A/B testing.
In this approach, two recommendation systems op-
erate within a given service. Users receive recom-
mendations from a randomly selected system. The
statistics of the decisions made on their basis allow
the final evaluation of the models. In this work, the
assessment is restricted to comparing the similarity
of the obtained ratings. The results for each of the
considered methods were presented on the basis of
two case studies, an object taken form one of the
most numerous types and from one of the least nu-
merous types of products.
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4.2.1 Lots of similar items

The most common clothes type in the consid-
ered dataset is trousers (256 items). Choosing a
product from this group could turn out to be an easy
task. Indicating other elements of this type as rec-
ommended products could result from the statistics
of the dataset and not show the effectiveness of the
methods considered. That is why we choose a prod-
uct from the third most numerous type of clothes,
t-shirts. This type has 158 elements. It is a number
similar to other types such as Underwear tights (162
items) or Leggins (113 items). Finally, we chose
image no 0260736033 for the study. We can see it
in the top row in Figures 3, 4, 5, marked as a query
image.

In Figures 3, 4, 5 we can see top-5 recommen-
dation for a query image obtained by mp1-, mp2-
, and mp3-based approaches, respectively. In the
bottom lines, we see an image of recommended
items with similarity measures above the image. As
we can see, all considered methods provide similar
recommendations; however, as recommended items
belong to the same clothes type, t-shirt. We can see
mutual items in pairs of recommendations, e.g., the
brown t-shirt on the second position proposed by
mp1- and mp2-based approaches, or the black t-
shirt proposed by all approaches in positions first,
third, and fifth, respectively. It is worth paying at-
tention to the values of the assessment of product
similarity. It seems that the mp1-based approach
provides lower values than the other, and the mp3-
based approach provides the highest ones.

Figure 3. The query image and five best
recommendations proposed by the mp1-based

approach.

Figure 4. The query image and five best
recommendations proposed by the mp2-based

approach.

Figure 5. The query image and five best
recommendations proposed by the mp3-based

approach.

Comparison of mean and median allow us to
evaluate the variety of offered items. If the mean is
higher, then it means that more items were scored
similarly to the query image. If the median is
higher, we know that only few items are similar,
and the rest show higher differences. The standard
deviation allows us to say whether the ratings are
concentrated around the mean or are away from it.
The computed statistics are presented in Table 2.

As we can see, mp1-based top 10 recommen-
dation is the only case then the mean is lower than
the median. Moreover, in this case, the standard de-
viation is relatively high. In the cases of mp2- and
mp3-based approaches, the results are similar.
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Table 2. The means, medians, and standard
deviations obtained on the basis of the top 10 and

top 40 recommendations by mp1-, mp2-, and
mp3-based approaches. Case study I.

feature type 10 recommendations
mean median sd

mp1 0.9689 0.9698 0.0076
mp2 0.9718 0.9706 0.0035
mp3 0.9748 0.9734 0.0052
— 40 recommendations
mp1 0.9539 0.9509 0.0103
mp2 0.9595 0.9578 0.0087
mp3 0.9601 0.9589 0.0103

Based on the case study, it seems justified that
in the case of elements constituting a significant part
of the considered dataset, the mp1-based approach
can be especially useful to prose a few initial propo-
sitions. After that, the difference in ratings can im-
portantly decrease. In the case of many recommen-
dations, all the approaches provide similar results,
and it is hard to indicate a single best method.

4.2.2 Few similar items

A skirt image was selected to test the perfor-
mance of the recommender system for an item for
which there are not many similar items in the con-
sidered set. This type contains only 22 elements.
We decided that it makes no sense to carry out
analyzes for the least numerous types because, in
the case of types with only one or a few elements,
the proposed recommendations must be purely ran-
dom. As a consequence, an image with an index of
0356289005 has been selected. We can see it in the
top row in Figures 6, 7, 8, marked as a query image.

In Figures 6, 7, 8 we can see top-5 recommen-
dation for a query image obtained by methods mp1,
mp2 and mp3, respectively. In the bottom lines, we
see an image of recommended items with similar-
ity measures above the image. As we can see, the
proposed items differ significantly. The mp1-based
approach proposes four skirts and one item of the
other type. The other type of item is not the first
recommendation. Since the difference between the
considered type and the wrongly proposed one is
obvious, it is worth noticing that the proposed item
has a similar shape and colour as the query image.
In the case of mp2-based recommendations, only

two skirts were proposed among the best five. It
should also be noted that the best match was chosen
from different types of items. It is worth pointing
out that similarities are higher concerning the mp1-
based approach. Similar recommendations are car-
ried out by the mp3-based methods. It also chose
three items of the other type, and a skirt was not the
first selection.

Figure 6. The query image and five best
recommendations proposed by the mp1-based

approach.

Figure 7. The query image and five best
recommendations proposed by the mp2-based

approach.

Figure 8. The query image and five best
recommendations proposed by the mp3-based

approach.
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To demonstrate the variety of similarities as-
sessed among the best recommendations, we com-
pute the mean, median, and standard deviation
based on top-10 and top-40 recommendations. The
results are presented in Table 3. As we can see,
the highest difference between the mean and me-
dian is in the case of mp1 based approach for top-
10 recommendations (the mean is greater than the
median). At the same time, this case has the high-
est standard deviations. It indicates that the initial
recommendations are close to each other, and the
later ones stick out. The lowest difference between
mean and median and in value of standard devia-
tion is in the case of mp2 based approach. It shows
that all recommendations obtained similar results.
In the case of 40-top recommendations, the mp3
provides the highest differences in similarity assess-
ments, and the mp2-based approach again gives the
most uniform recommendations.

Table 3. The means, medians, and standard
deviations obtained on the basis of the top 10 and

top 40 recommendations by mp1-, mp2-, and
mp3-based approaches. Case study II.

feature type 10 recommendations
mean median sd

mp1 0.9613 0.9574 0.0068
mp2 0.9740 0.9738 0.0044
mp3 0.9710 0.9688 0.0056
— 40 recommendations
mp1 0.9508 0.9492 0.0078
mp2 0.9654 0.9635 0.0060
mp3 0.9591 0.9562 0.0081

Based on the case study, it seems justified that in
the case of elements constituting a small part of the
considered data set and not radically different from
other products (similarity between various clothes),
we should choose a method based on the mp1 ap-
proach. The method is especially effective if we are
interested only in a few recommendations. If we are
interested in more of them, the mp3-based approach
seems to be the better choice.

4.3 Iterpretability

To assess the interpretability of the considered
methods, we examined the heatmaps used by each
of the methods to create a feature vector. At first

glance, all the approaches have a similar effect. It
can be seen in the examples considered in subsec-
tions 1 and 2 (see Figures 9 and 10). The system
focuses on the clothes’ outline, applying different
intensities to its various parts. The more intense the
yellow colour is, the greater the values of the feature
vector corresponding to a given area.

Figure 9. The heatmaps of image 0356289005 -
mp1, mp2, and mp3 methods.

Figure 10. The heatmaps of image 0260736033 -
mp1, mp2, and mp3 methods.

A closer analysis of the other images leads to
the conclusion that the mp1-based approach pro-
vides the most intense feature vectors, the mp2
method is the least intensive, and mp3 is a balance
between the two. We can see it in Figures 11 and
12. It does not change the fact that all three meth-
ods can be used to indicate the extent of interest.

Figure 11. The heatmaps of image 0118458039 -
mp1, mp2, and mp3 methods.
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dian is in the case of mp1 based approach for top-
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est standard deviations. It indicates that the initial
recommendations are close to each other, and the
later ones stick out. The lowest difference between
mean and median and in value of standard devia-
tion is in the case of mp2 based approach. It shows
that all recommendations obtained similar results.
In the case of 40-top recommendations, the mp3
provides the highest differences in similarity assess-
ments, and the mp2-based approach again gives the
most uniform recommendations.

Table 3. The means, medians, and standard
deviations obtained on the basis of the top 10 and

top 40 recommendations by mp1-, mp2-, and
mp3-based approaches. Case study II.

feature type 10 recommendations
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— 40 recommendations
mp1 0.9508 0.9492 0.0078
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Based on the case study, it seems justified that in
the case of elements constituting a small part of the
considered data set and not radically different from
other products (similarity between various clothes),
we should choose a method based on the mp1 ap-
proach. The method is especially effective if we are
interested only in a few recommendations. If we are
interested in more of them, the mp3-based approach
seems to be the better choice.

4.3 Iterpretability

To assess the interpretability of the considered
methods, we examined the heatmaps used by each
of the methods to create a feature vector. At first

glance, all the approaches have a similar effect. It
can be seen in the examples considered in subsec-
tions 1 and 2 (see Figures 9 and 10). The system
focuses on the clothes’ outline, applying different
intensities to its various parts. The more intense the
yellow colour is, the greater the values of the feature
vector corresponding to a given area.

Figure 9. The heatmaps of image 0356289005 -
mp1, mp2, and mp3 methods.

Figure 10. The heatmaps of image 0260736033 -
mp1, mp2, and mp3 methods.

A closer analysis of the other images leads to
the conclusion that the mp1-based approach pro-
vides the most intense feature vectors, the mp2
method is the least intensive, and mp3 is a balance
between the two. We can see it in Figures 11 and
12. It does not change the fact that all three meth-
ods can be used to indicate the extent of interest.

Figure 11. The heatmaps of image 0118458039 -
mp1, mp2, and mp3 methods.
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Figure 12. The heatmaps of image 0366686024 -
mp1, mp2, and mp3 methods.

5 Conclusions

The approaches to creating recommendation
systems studied in this paper proved to be effective.
All of them ensured satisfactory results by provid-
ing recommendations in line with our expectations.
The system using the proposed (mp1) approach
turned out to be well suited to situations where there
is a lack of similar elements in the dataset. Its bene-
fits are particularly evident in the context of a small
number of recommended items. The visualization
with the application of the heatmap seems to be
more intensive than in the other cases. Each of the
approaches can be visualized. It is an additional
advantage of the considered approaches. Proposed
systems can be easily further explored by applying
the methods to individual user preferences. It is an
additional advantage of the considered approaches.
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