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Abstract 

Decision making supported by task-oriented software tools plays a pivotal role 
in a modern enterprises. That is because commercially available ERP systems 
are not able to respond in an interactive on-line/real-time mode. It means a new 
generation of DSS that enable a fast prototyping of production flows in 
multiproject environment as well as an integrated approach to a layout 
planning, production routing, batch-sizing and scheduling problems is needed. 
In that context,  the constraint logic programming techniques allowing 
declarative representation of a decision making problem provide a quite 
attractive alternative. So, some issues regarding modelling of decision making 
and searching strategies development are discussed in the contribution. The 
results obtained are implemented in a software package supporting production 
flow planning in the SMEs. Illustrative example of the ILOG-based software 
application is provided. 

 
 
1. INTRODUCTION 
 

One of the most important factors contributing to the maintaining of a position by small and 
medium size enterprises (SME) on the consumer market is their ability to evaluate the market 
demand and a fast reaction to the demand. Most decisions taken in practice in the industry refer to 
the balance between the customer’s needs and the manufacturer’s abilities [1, 8, 10]. Parallel 
execution of work orders imposes a necessity to evaluate the time and cost abilities to execute 
a given work order (set of work orders) in a possibly short time. In order to achieve this it is 
necessary to plan the production flow from the stage of obtaining new work orders. Production flow 
planning requires solving simultaneously many different subproblems (e.g. batching, routing and 
scheduling). 

The increased requirements concerning the time necessary to establish a production plan implies 
a need to apply methods and tools which facilitate a fast and cheap variants of alternative ways for 
taking and execution of production orders. The new ways of decision support in the project 
management process are supplied by tools, which are based on the Constraint Logic Programming 
(CLP). CLP techniques facilitate description of numerous real problems with regard to constraints 
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that specify certain relations between decision variables. Because of their declarative character they 
can be implemented in decision support systems [6, 8]. 
 
 
2. PROBLEM STATEMENT 
 

Consider a manufacturing system providing a given production capability while processing 
some other work orders. So, only a part of the production capability (specified by the time-
restricted resource availability) is available for use in the system. 

A given production order is represented by an activity-on-node network, and specified by 
project duration deadline, which is equivalent to a presumed completion time (the production 
order cycle) as well as a total project cost constraint. Each activity may be executed in one out 
of the set of system resources. Also, each activity may not be pre-empted and the resource once 
selected may not be changed. 

The problem consists in finding a makespan-feasible schedule that fulfils the constraints 
imposed by the precedence relations and by the time-constrained resources availability as well 
as assumed duration deadline. 

Searching for feasible solutions, regarding for example resources allocation, time lags, 
makespan, costs, etc, has to be preceded by formulation of a feasibility problem or equivalently 
by a constraint satisfaction problem (CSP). Moreover, solution to a makespan-feasible problem 
permits a user to investigate the effect of a new production order impact on the performance of 
a manufacturing system. In other words, it enables finding an answer to the most important 
question whether a given production order can be accepted to be processed in the 
manufacturing system, i.e., whether its completion time, batch size, and its delivery period 
satisfy the customer requirements while satisfying constraints imposed by the enterprise 
capability [1]. 
 
 
3. CONSTRAINT LOGIC PROGRAMMING 
 

CLP techniques can be applied in decision process support, both in production and in 
service enterprises [6, 10], e.g. at the planning of goods transportation in distribution networks 
[7, 9]. 

The most important issues that contribute to the efficiency of CLP techniques are the 
procedures of a feasible solution selection (constraints propagation, assignment) and searching 
strategies. 

Constraint propagation procedures deal with the eliminating of decision variables, which 
are not in accordance with the constraints. This is supplemented with a mechanism, which 
assigns certain values to the variables (assignment). Linking of constraint propagation with 
assignment of variables facilitates setting a feasible solution or indicating lack of such solution. 

To illustrate this, a simple problem can be analysed – a set of decision variables {x1, x2, x3}, 
their domains: x1∈{1,...,7}, x2∈{1,...,4}, x3∈{3,...,11} and a constraint set: 1xx 21 −≤ ; 

213 2 xxx += ; 631 >+ xx . We are looking for the variable values, which meet the constraints. 
As a result of the first constraint propagation the following solution was obtained: 

x1∈{1..3}, x2∈{2..4}, x3∈{4..10}. The searching space was reduced from 252 to 63 possible 
solutions. The next stage includes an assignment of the first decision variable value x1=1 (fig. 
1), and then a constraint propagation (third stage). As a result, the domains of decision 
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variables become narrowed down to one-item set (i.e., to the first feasible solution). In general 
case, subsequent stages of assignment and propagation are repeated till the set of all possible 
assignments is worn out. 
 

- feasible solution, 

- narrowed down decision variables domains, 

-  number of the i-th step. 

Legend: 

i

Propagation 
Assignment

x1=1 

x1=1; x2=4; x3=6 
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x1∈{1..3}, x2∈{2..4}, x3∈{4..10} 1 

42 

53 

 
 

Fig.1. Searching process 
 

Searching process of the potential solutions space (implementing the CLP techniques) can 
be executed with the application of methods based on a searching strategy „depth-first”, 
methods of „iterative broadening IB” or the methods of „Limited Assignment Number 
Search” (LAN)) [3]. The application of limited tree searching methods (LAN, IB) allows to 
control the solution searching process, which can shorten the calculation time in a significant 
way. It facilitates establishment of such a solution set which includes solutions differing in 
a significant way from the previously obtained solutions. 

CLP techniques facilitate the application of numerous potential solution searching 
strategies [3, 15, 16]. Some of them may be implemented in the tools, which apply CLP 
methods (e.g. IDFS, DFS, SBS, and DDS in the OPL language of the Ilog system) [5, 8, 10] or 
may be implemented by the user (e.g. in the OZ language of the Mozart system). 

The efficiency of a given searching strategy is significantly influenced by the sequence of 
assignments of decision variables (e.g. x1-x2-x3 or x3-x1-x2, etc.), as well as the way of 
assignment of the variable domain values (e.g., bottom-up or upper-down limit of a variable 
domain). For instance, in the example considered a first fail strategy is applied (see fig. 1). That 
is characterised by an assignment, which starts from the bottom limit of domain variables. 
Application of the first fail strategy provides (already on the third stage) the first feasible 
solution. 

Experiments which were carried out with the use of the system Ilog OPL Studio 3.7 have 
proved the possibility to apply certain techniques for the establishment of efficient procedures 
for decision problems solving, including the production flow planning problems. 
 
3.1. Constraint satisfaction problem 
 

In order to balance the producer’s abilities with the customer’s requirements a producer – 
consumer model is proposed. The model consists of a production system model, which reflects 
the parameters of a potential production system, and a production order model, which takes 
into account the order’s requirements. 
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The model of a production system and the model of production order include parameters 
(such as: constraint sets, sets of discrete decision variables), which assure the correctness of 
obtained solutions and their application. The variables reflect various values – from the 
resource availability periods, through the production and transportation batch sizes, to the 
deadlines and taking over prices of the particular batches (fig. 2, fig. 3). 
 
 
 

Constraints
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subsystem

Decision
variables

 Transportation means constraints, i.e.:
- transportation means number,
- transportation means capacities,
- routings.
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order execution,
- execution cost of

operation.

Work order
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Fig. 3. Work order model

- parameters linked to transportation and production
- transportation and production

 
 

Fig.2. Production system model 
 
 

The solution of the problem is a feasible solution (a set of solutions), i.e. a solution which 
meets a set of constraints which link both decision variables describing a producer’s 
capabilities as well as variables which characterize the conditions for the execution of 
a production order. Constraints which link some of the decision variables characterizing the 
producer-consumer relation. Fig. 4 presents an objective scheme of the model producer-
consumer relation in which the production system constraints are determined by the order 
parameters. Constraints which link model production system and a production order are 
determined by the production order parameters. The constraints which link the model of 
a production system and a production order  are: production order execution cost is at most 
equal with the adopted price level. The total number of production batches must be equal with 
the size of a given production order, the execution deadline of the last production batch does 
not exceed a directive production order execution deadline. 
 

Fig. 3. Work order model 
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Fig.4. Producer-consumer model 
 
 
Assumptions of the producer-consumer model: 
 
1) Every resource, in a given time unit can execute at most one operation 

Allocation of operation Aj to a resource Zl takes the value zero or one 
 
 





−

∈−
=

otherwise 0

unit   timeain  resource a  toallocated isoperation  an  if1
P

lj z,t,A
Nt ZA lj  

∑
=

∈
≤∀

m

j
ztANzt lj

l

P
1

,,,
1          (1) 

 



 186

2) The operations can not be preempted, the time of their execution is: 

jjlj AAZA tptkT −=,           (2) 

where: ,
jAtk

jAtp - signify, subsequently the time of finishing and commencement of operation  

Aj, on the resource Zl. 
 
3) A resource once chosen cannot be changed 
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4) Available production capacities cannot be exceeded 
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where: 
 Bi          - production order,  i=1,...,b, 

iBTD  - directive deadline for the execution of an work order Bi, 

tzl
D ,   - availability of a resource Zl in a time unit t. 

 
5) Every operation can be executed by at least one of the system resources 
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From the available works [3, 4] it results that over 95% of all manufacturing and services 

decision problems are included in the Constraint Satisfaction Problems (CSPs), for which 
many Constraint Programming (CP) languages were worked out (especially Constraint Logic 
Programming (CLP)). The declarative character of CP languages and a high efficiency in 
solving combinatorial problems creates an attractive alternative for the currently available 
(based on conventional operation research techniques) systems of computer-integrated 
management. 

Consider the CSP that consists of a set of variables X = {x1, x2, ... ,xn}, their domains D = 
{Di | Di = [di1, di2, ..., dij, ..., dim], i = 1..n}, and a set of constraints C = {Ci | i = 1..L} 

A solution is such an assignment of the variables that all the constraints are satisfied. 
The following CSP notation is applied: CSP = ((X,D),C), where c∈C is a constraint 

specified by a predicate P[xk,xl,...,xh] defined on a subset of the set X. In general case the CSP 
problem may be decomposed into a set of subproblems. 

For the purpose of illustration lets us consider the following problem example: 
Given a CSP = ((X,D),C), where X = {x1,x2,...,x12}, D = {D1,D2,...,D12}, C = {c1,c2,...,c8}, 

where: c1 = P1[x1,x2,x3] , c2 = P2[x2,x4,x5] , c3 = P3[x4,x6] , c4 = P4[x7,x8] , c5 = P5[x4,x7], c6 = 
P6[x9,x10] , c7 = P7[x8,x9] , and c8 = P8[x11,x12]. Two arbitrary chosen feasible decompositions of 
the CSP considered are shown in fig. 5. The subproblems that cannot be decomposed are side 
to be so called the elementary problems. 
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CSP 2
3=(({x11,x12},{D 11,D 12}), 

{c8}) 

{c5} 

CSP=(({x1,x2,...,x12}, {D 1,D2,...,D 12}), {c1,c2,...,c8})

CSP  1
1=(({x1,x2,...,x6}, {D 1,D 2,...,D 6}), 

{c1,c2,c3}) 
CSP 1

2=(({x7,x8,...,x12}, {D 7,D8,...,D 12}), 
{c4,c6,c7,c8}) 

CSP  2
1=(({x7,x8},{D 7,D 8}), 

{c4}) 
CSP 2

2=(({x9,x10},{D 9,D 10}), 
{c6}) 

a) 

*  

* **  
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{D 11,D 12}), {c8}) 
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*  *  

* *

CSP  =(({x1,x2,...,x12}, {D 1,D2,...,D 12}) {c1,c2,...,c8})

{c5} 

 - elementary subproblems, 
  - relations (constraints) connected problems, 
  - alternative subproblems, 
  - decompositions. 

*  

 
 

Fig.5. The CSP feasible decompositions 
 

The presented example illustrates the possibility of choosing of the searching strategy that 
minimizes the number of potential backtrackings. 

It is assumed that the available variants of possible searching strategy are subject to the 
principles of the CSP decomposition. They take into account available programming system 
operators, as well as the possible techniques of constraint propagation. 

For the given specification of the problem it is necessary to assort such a method, which 
can solve it without introducing (assuming) any additional simplification. This observation 
implies the need to work out the reference model of constraint satisfaction problem 
decomposition. The model considered should be able to facilitate response to the following 
questions: what implementation of the CP/CLP language provides (if possible) solution to 
a given constraint satisfaction problem? – What searching strategy minimizes the number of 
potential backtrackings? 
 
3.2. Reference model 
 

The problem representation and the potential of the available CP/CLP language assume 
a possibility of CSP decomposing into a set of subproblems. The possible problem 
decompositions may be interpreted as appropriate searching strategies, determined by a specified 
number of subproblems and the sequence of solving them. 
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The following notation is applied: 
CSP = ((X,D),C) – the specification of constraints satisfaction problem.  
CSP 1

j = ((X1
j,D1

j),C1
j) – the specification of the j-th subproblem of CSP. 

CSP i
j1,j2,... ji  = (Xi

j1,j2,... ji  ,Di
j1,j2,... ji  ),Ci

j1,j2,... ji  ) – the specification of the ji-th subproblem of 
the CSP 1

j, where CSP i-1
j1,j2,... ji-1  - its direct decomposition  

({CSPi+1
j1,j2,... ji+1| ji+1∈ {1...w}}, Ri

j}) – the graph-like representation of the CSPi
j1,j2,...,ji, 

problem decomposition,  
where: CSP i+1

j1,j2,... ji+1– is the direct decomposition of the CSPi
j1,j2,...,ji, and Ri

j – the relation 
imposed on the {CSPi+1

j1,j2,... ji+1| ji+1∈ {1,...,w}}. 
The reference model of decomposition of the CSP = ((X,D),C) problem refers to an object 

architecture ({CSPi+1
j1,j2,...,ji+1| ji+1∈ {1...w}}, Ri

j)}) meeting the following conditions: 
 

i
ji

w

1r

i
ji

r CC =∑
=

 

 
In order to simplify the notation the first i-th indexes of the j1,j2,...,ji are omitted, so the 

notation CSP i+1
ji+1  will stand for  CSP i+1

j1,j2,...,ji+1. 
 

i)   CSPi+1
ji= ((Xi+1

ji,Di+1
ji),Ci+1

ji),  where: 
X i+1

jr= rXi
ji ; Xi

ji = 
1Xi

ji ∪ rXi
ji ∪...∪ wXi

j; 
∀r∈{1,...,w} | rXi

ji ≠ ∅ 
∀r,u∈{1,...,w} | r ≠ u ⇒ rXi

ji ∩ uXi
ji  = ∅ 

 D i+1
jr= rDi

ji 
 C i+1

jr= rCi
ji; Ci

ji = 
1Ci

ji ∪ rCi
ji ∪...∪ wCi

ji  
  ∀r∈{1,...,w} | rCi

ji ≠ ∅ , 
∀r,u∈{1,...,w} ∀c∈ rCi

ji | r ≠ u ⇒ φ(c) ∩ uXi
ji  = ∅ , 

 
where φ(c) = {xa,xb,xv} for c = P[xa,xb,xv] 

ii)   CSPi+1
ji= ((Xi+1

ji,Di+1
ji),Ci+1

ji), where: 
X i+1

jr= rXi
ji ; Xi

ji = 
1Xi

ji ∪ rXi
ji ∪...∪ wXi

j  ; 
∀r∈{1,...,w} | rXi

ji ≠ ∅ 
∀r,u∈{1,...,w} | r ≠ u ⇒ rXi

ji ∩ uXi
ji  = ∅ 
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j |  = |Ci

ji| 
   r=1 

∀r,u∈{1,...,w} ∀c∈ rCi
ji | r ≠ u ⇒ φ(c) ∩ uXi
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where φ(c) = {xa,xb,xv} for c = P[xa,xb,xv] 

∀c∈R(Ci
ji) ∃k,l∈{1,...,w} | φ(c) ∩ kXi

ji ≠ ∅ & φ(c) ∩ 
 

lXi
ji ≠ ∅. 
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For illustration lets us consider the reference model corresponding to the example shown on 
fig. 5. Given CSP=(({x1÷x12},{D1÷D12}),{c1÷c8}). 

The following notation is applied: 
CSP ~ ({CSP1

1, CSP1
2}, R), 

CSP1
1 = (({x1,x2,...,x6}, {D1, D2,..., D6}), {c1,c2,c3}) 

CSP1
2=(({x7,x8,....,x12},{D7,D8,...,D12}), c4,c6,c7,c8}) 

R={1,2C}; 1,2C = {c5} 
CSP1

2 ~ ({CSP2
2,1, CSP2

2,2, CSP2
2,3}, R1

2),  
  CSP2

2,1 = ({x7,x8}, {D7, D8}),{c4}) 
  CSP2

2,2 = ({x9,x10},{D9, D10}),{c6}) 
CSP2

2,2 = ({x11,x12},{D11, D12}),{c8}) 
R1

2={1,2C1
2}; 1,2C1

2={c7} 
 
The graphical, object-like representation of considered (see fig. 5) decomposition of the 

CSP problem is shown in fig. 6. 
 
 

CSP2
2,2

CSP1
2

CSP2
2,1CSP1

1 CSP2
2,3

a)

 
 
 

CSP1
1 CSP1

3

CSP1
2

CSP2
2,2CSP2

2,1

b)

 
 

Fig.6. The graphic illustration of the CSP 
objective instance decomposition 

 
 
Links between objects mean that subproblems should be solved jointly. 
CSP decompositions instances presented in fig. 5 do not exhaust all potential 

decomposition possibilities. 
Alternative decompositions of CSP problem presented in fig. 5 is presented as a graph (fig. 7). 
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b)
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2,2

CSP1
1 CSP1

3
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a)

CSP1
1

CSP2
2,3 CSP2

2,1 CSP2
2,2

 
 

Fig.7. Alternative decompositions of CSP 
 
 

Let us introduce decomposed subproblems notation: CSPi 
j’,k,l – represents l-th 

decomposition of the i-th problem (where i=|{j,k,l}|). This problem constitutes a k-th 
decomposition of an l-th problem which is a j-th decomposition of problem i-2-th which 
constitutes an i –2-th decomposition of the output CSP problem. According to his notation  ‘j’- 
represents a decompositions problem which are respectively mutually independent (i.e. 
appropriate subsets of variables are not linked by any constraints). 

Elementary individual decompositions subproblems are in practice identical. Graph 
AND/OR (fig. 8) is illustrated by various possibilities of CSP problem. 
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1 CSP1
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2,3 = CSP1

3CSP2
2,1 CSP2

2,2

CSP’ 1
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Legend: 
  - subproblems related by constraints, 
  - alternative subproblems, 

    - decompositions. 
 

Fig.8. Graph AND/OR of CSP decomposition 
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AND/OR graphs present possible alternative decompositions of a CSP problem. The 
decompositions can be interpreted as searching strategies, determined by a specific number of 
subproblems, and the sequence of solving them. 

In a situation when we have a given set of specifications Z = {z1, z2,..., zi}, their 
decompositions W = {w11, w12,..., wij} and solution strategies S = {s1,1,1, s1,1,2,..., sijl} 
where i –specification number,  j – decomposition number, l – solution strategy number, we are 
searching for an answer to the question: Which solution searching strategy (and of which 
decomposition) is the best one (i.e. it allows for the fastest obtained decision)? 

The presented instance of the CSP decomposition is the one of the decompositions. In order 
to estimate which decomposition, or corresponding searching strategy is the best one (e.g. from 
the time consumption point of view) a number of potential backtrackings is proposed as an 
evaluating criterion. 

As an illustration let us consider two subproblems which can be solved in a free order. The 
strength of subproblem domain A=(({x1}, {f1,f2,f3,f4, f5}), c1) is ZA=5, for subproblem B=(({x2}, 
{p1,p2, p3}), c2) it is ZB=3. Object  form of CSP decomposition is illustrated in fig. 9. 

Possible searching strategies, within a given CSP decomposition is illustrated in fig. 10. 
 

 

CSP1
1=A CSP1

2=B

CSP a)
CSP

CSP1
1=A CSP1

2=B

CSP1
1=ACSP1

2=B

b)

 
 
Fig.9. Object  form of CSP  decomposition                 Fig.10. Possible strategies 
 
 

Fig. 11 presents solution trees for two possible searching strategies. Fig. 11 a) presents 
a strategy where subproblem A is solved first and then B is solved. Fig. 11 b) presents a reverse 
order. 

The number of potential backtrackings Nw is determined as follows: 
 

)1ZD(Nw i,k
i

1k

LP

1i
−∏=

==
∑  

 
where:  LP    – a number of subproblems,  

ZDk,i – a number of potential assignments of the i-th decision variable of the 
             subproblem in the k-th sequence. 
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a) 

f1 f2 f5 f3 

p1 p3 p2 p1 p3 p2 p1 p3 p2 p1 p3 p2 

f4 

p1 p3 p2  
 

b)

p1 p2 p3 

f1 f3 f2 f4 f5 f1 f3 f2 f4 f5 f1 f3 f2 f4 f5 
 

 
Fig.11. Solution trees 

 
 

In case of fig. 11 a) the number of backtrackings is the following: 
Nw = (ZD1,1 -1) + (ZD1,2 ⋅ ZD2,2 -1) = (5-1) + (5⋅3-1) = 18 
In case of fig. 11 b) the number of backtrackings is the following: 
Nw = (ZD1,1 -1) + (ZD1,2 ⋅ ZD2,2 -1) = (3-1) + (3⋅5-1) = 16 
The searching strategy for a possible solution presented in fig. 11 b) is characterized by 

a lower number of potential backtrackings and in light of this criterion it is accounted as 
optimum strategies. 

The AND/OR graph representation of possible CSP problem decompositions, facilitates an 
analysis of all potential (unconstrained with possibilities of applied CLP language 
programming systems) ways of solving a problem. 

A reference model allows one to estimate a number of assignments of decision variables in 
particular searching strategy. So, it allows using a searching strategy requiring smallest number 
of backtrackings. The reference model facilitated a series of experiments which helped 
specifying (before implementation) what kind of searching leads (in a possibly short time) to 
obtaining a solution which would meet all constraints. The model helps evaluating specific 
feasible solutions (within different searching strategies) according to a chosen criterion. 

Using the model and the possibility of initial evaluation of the searching strategy, an 
approach for finding possible solution was established. This approach has been implemented in 
the software package Production Order Verification System. 

The application of CP techniques, for the small and medium size enterprises (SMEs) 
constitutes a possibility to build relatively fast and cheap decision support systems tailored to 
an enterprise needs, i.e., the task oriented decision supporting tools. 
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4. ILLUSTRATIVE EXAMPLE 
 
The software package developed Production Order Verification System (POVS), aimed at 

the class of small and medium size enterprises enables to (fig. 12): 
- specify a production and transportation system capabilities,  
- specify the production order’s requirements, 
- store the production order specification into the data base,  
- select searching strategy (to specify calculation parameters),  
- monitor admissible solutions (i.e. results of production flow planning). 

 
 

Positive verification: Gantt’s chart, cost report.

 
Negative verification:   - the system message describing the rejction of work order, 

       - possibilities of  constraints negotiaton 

Output data 

 
Work orders specification: 

- performing in system, 
- planned to realization: deadline, volume, price 

Transportation and production system specification: production resources, transportation means, routings, the 
table of production and transportation resources availability 

Input data 

 Verification

CP mechanisms: 
- constraint propagation procedures, 
- variables replacement procedures. 

- The choice of searching strategy, 
- The selection of transportation and 
   production batch sizes. 

 
 

Fig.12. Data flow in POVS 
 

The POVS has been applied at a SME producing the hydraulic and pneumatic equipment. 
In order to illustrate its application let us consider the following example regarding of three 
production orders (B1, B2, B3)  planned for the execution (tab. 1). 
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Tab.1. Specification of production work orders 
 

Work orders Name 
Number of 

operations in 
a process 

Production 
size (pcs.) 

Suggested price 
(cost units) 

Execution time 
(time units) 

B1 
Filter 

set 10 100 1000 3500 

B2 
Main 
body  27 120 1500 5500 

B3 Valve 7 50 1200 4200 
 

After the introduction of data included in table 1 user/operator can introduce the production 
process of a given production order. The process can be chosen from the system database or 
can be defined by the user. For example, table 2 covers subsequent production operations and 
their execution times, which make the execution of the production order B1. The filter set 
consists of two parts: filter and connector. 
 
 
Tab.2. Specification of the operations and their duration time in work order B1 
 

Operation 
name 

Production 
operation 
number 

Execution 
time  

 (time 
unit/pcs.) 

 

jAtpz  

 
Resources Operation 

name 

Number of 
the 

subsequent 
production 
operation 

Execution 
time of an 
operation 

(time 
units/pcs.) 

 

jAtpz  

 
Resources 

Operations 
in the 

execution 
of the filter 

    

Operations 
in the 

execution 
of the 

connector

    

Cutting A1 1 50 R8 Cutting A4 1 20 R12 

Washing A2 1 120 R2 Turning A5 1 90 R13 

Control A3 3 20 R19 Washing A6 1 60 R2 

     Turning A7 2 110 R27 

     Hand 
treatment A8 1 50 R7 

     Washing A9 1 60 R31 

     Blacking A10 2 60 R17 

Legend: jA             –  j-th operation,   i = 1,...,10, 

Ri                  –  i-th production resource,   i = 1,...,32, 

jAtpz – preparation-finishing time. 

 
Work order B2 contains 27 production operations which are performed by using available 

resources. The work order B3 specification illustrates table 3. 
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Tab.3. Specification of the operations and their duration time in work order B3 
 

Operation name 
Production 
operation 
number 

Execution 
time 
(time 

unit/pcs.) 

jAtpz
 

Resources 

Operations in the execution of the valve     
Cutting A1 2 50 R12 

Hand treatment A2 2 50 R7 
Turning A3 6 90 R13 
Grinding A4 2 110 R32 

Embossing A5 40 80 R11 
Washing A6 1 60 R2 

Heat treatment A7 3 40 R4 
 
After completion of each production operation a transportation operation to the next 

position of a given technological production route is executed. 
The transportation means, their capacity, transportation routings and the duration times are 

defined.  
 

Production
resources

Transportation
means

Unit cost

Input warehouse
capacity

Output warehouse
capacity

 
 

Fig.13. The transportations means 
 
 
The following sequence of execution of the set production orders B2 (ZlE_ARCH2_2), B1 

(ZLE_ARCH2_1), B3 (ZLE_ARCH2_3) is considered (fig. 14). 
Input data introduction facilitates commencement of the verification of single production 

order (group of production orders). 
Due to the system’s capability following from the currently realized production plan, all the 

introduced production orders cannot be taken for production. So, the production order B1 
(ZLE_ARCH2_1) cannot be processed, however, the remaining production orders can be taken 
for execution (fig. 14). 
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 The sequence of 
work order 
execution 

Work order rejection 
information in the 

verification process 

 

 
 

Fig.14. Work orders execution sequence 
 
 

In case if a production order is rejected (i.e. a negative verification was obtained), POVS 
allows to change the priority of the planned production orders. It facilitates a next on-line 
verification, which leads to their “over planning”. This gives another chance for a positive 
verification of the set of production orders introduced to the system. In other words, production 
orders that can use up the possibility of introduction of subsequent production orders (e.g. they 
engage too much resources or have a long operation time) are considered at the end. 
 
 

2

  

Volume   

Duration   

Start time   
Deadline   

Price   

Work order B1
output data 

Work order B2
output data 

Work order B3 
output data 

Information on the acceptance 
of a work order for execution  

 
Fig.15. Verified work orders 

 
 

In order to check a different opportunity to execute production orders, their priorities are 
changed as follows: B1, B2, B3. The corresponding verification facilitates acceptance of all 
orders for their execution (fig. 14). It means, the production orders B1, B2, and B3 may be 
finally taken for execution. The plan obtained provides the time of starting the production order 
B1 at 1 time unit, the production order B2 at 151 time unit, and B3 at 1 time unit (fig. 16). 
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Deadline  B 3 
work order   

Starting
time  

Batch size

 

Duration  
Finishing

time  

Operation  
number /Production  

batch number 
  

Transportation means  
number/Transportation  

batch number 
  

Starting time of B1 
work order execution 

Starting time of B2 
work order execution

Starting time of B3 
work order execution 

 
 

Fig.16. Obtained solution 
 
 
The solution takes into account the possibility of execution of a production order due to the 

technological sequence of operations, transportation routings among resources and the 
production volume, capacity of buffers and their allocation. Moreover, knowing the resources 
availability the cost of the production order execution can be easily estimated as well. 

Preparation and execution of the above experiment takes about 10 minutes, most of which 
is caused by the introduction of input data. In a case the production and transportation systems 
are already defined the introduction of a new input data consists in defining just the new 
production orders only. Then, the data introduction time takes about 5 minutes. 

POVS software facilitates a fast evaluation of production orders assuming to be processed 
in a system already involved in the currently executed production plan. A newly introduced 
production orders are verified according to the company’s possibilities and producer’s 
constraints, i.e. the transportation-warehouse efficiency and the customer’s requirements 
(directive deadline and the work order volume). It also facilitates establishing the sequence of 
production order execution by setting the priority of the verified production orders (tab. 4). 
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Tab.4. Comparison of the computer experiments result 
 

EXPERIMENT executed in the POVS programme 

 Output data 

Assumptions 

Work order 
verification 
sequence in 
the system 

Solution 

Programmed 
execution 

commencement 
deadline 

[time unit] 

Programmed 
execution 

finishing time
[time unit] 

Work 
order 

execution 
cost 
[cost 
unit] 

Solution 
searching 
time in the 
programme 

POVS 
[sec.] 

B2 Obtained 1 5101 4489,05 

B1 
No 

solution - exceeded - 

Ex
pe

rim
en

t  
a)

 

Free order 
execution 
sequence  

B3 Obtained 1 1661 1444,9 

1,2 

B1 Obtained 1 2279 1875,7 

B2 Obtained 151 5483 4489,05 

Ex
pe

rim
en

t  
b)

 

Setting 
order 

priority  

B3 Obtained 1 1762 1444,9 

1,4 

Legend: 
Experiment a) – work orders: B2 and B3 may be executed in the system, work order B1 cannot be executed 
(exceeded directive execution time), 
Experiment b) – work orders: B1, B2 and B3 may be executed in the system, 
Column „Work order verification sequence in the system” – means that the work orders with the highest priority 
are executed first. 
 
The system assists the user in answering to the following questions: Are the company 

production capabilities are sufficient for the execution of a production order in accordance with 
the customer’s requirements? What is the planned production order execution deadline? What 
is the cost of the order execution? 

POVS facilitates setting a possible variant of current production organization. It includes 
routing, batching and scheduling and at the same time a timely and cost efficient execution of 
production orders. 
 

 
5. CONCLUDING REMARKS 

 
The need for planning of a broad assortment executed production, which is typical for 

SMEs, is not satisfied by systems which are currently available on the market. It gives rise to 
the increased demand for the decision support packages dedicated for these enterprises. Such 
tools should facilitate production flow planning (also in short planning horizons) in SME with 
a wide assortment production. 
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The system takes into consideration the financial abilities of the SME (purchase cost, 
software implementation cost) and the staff references. It is simple (e.g. easy data introduction 
into the system), therefore it does not require additional cost related with training or 
employment of a qualified staff. POVS (which is based on the CLP techniques) constitutes an 
attractive alternative for the commercial decision support online systems. It may be applied in 
SMEs which deal with the production of a broad variety of goods, increasing their 
competitiveness on the market. 
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