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The work contains results of research on the possibility to improve the neural 
model of the Electric Power Exchange (polish: Towarowa Giełda Energii 
Elektrycznej – TGEE) in MATLAB and Simulink environment using evolutionary 
algorithm inspired by quantum computer science. The developed artificial neural 
network was trained using data for the Day Ahead Market, assuming the joint 
volume of supplied and sold electrical energy [MWh] as the input quantities in each 
hour of the 24-hour day, and average prices [PLN/MWh] as output quantities. The 
obtained model of the exchange system was improved using the evolutionary 
algorithm, and further improvement in the accuracy of the model by supplementing 
the evolutionary algorithm using quantum solutions, related to the initial population, 
crossover and mutation operators, selection, etc. were proposed. 
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1. Introduction 

Currently, there are numerous possibilities to model systems and processes in 
MATLAB and Simulink environment using, i.a. Matlab language and appropriate 
toolboxes such as, e.g. Neural Network Toolbox (NNT) – neural modelling, 
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Optimization Toolbox (OPT) – evolutionary modelling, Fuzzy Logic Toolbox 
(FLT) – fuzzy modelling, etc. Special attention was drawn to neural modelling 
method and evolutionary modelling method.  Using the first method, a neural 
model (NM) of Polish Power Exchange (polish: Towarowa Giełda Energii 
Elektrycznej (TGEE)) was obtained, and using the second method, the model was 
improved. As a result, an improved evolutionary-neural model was obtained 
[13, 17]. Further improvement and refinement of the neural model of the TGEE 
system using quantum solutions such as, i.a. initial quantum population and 
quantum crossover and mutation operators, quantum fitness function, quantum 
selection method was proposed.  

In this way, quantum-evolutionary modelling method for the improvement of 
the parameters of the neural model was obtained. The experiment was based on 
numerical data related to the TGEE system functioning within the company named 
Towarowa Giełda Energii S.A. (TGE S.A.), where purchase and sales transactions 
of electrical energy (ee) as commodity are carried out.  

The process of training the artificial neural network (ANN) to learn the model 
of the TGEE system, numerical data for the Day-Ahead Market (DAM) for the 
period from 1st January to 30th June 2015 were used. 24 input quantities related to 
the joint volume of ee in each hour of the 24-hour day [MWh]  and 24 output 
quantities related to the average prices obtained for ee sold [PLN/MWh]1 were 
assumed. The analysis of the literature on the subject showed that there were no 
works related to the possibility of using MATLAB and Simulink for the 
improvement of parameters of neural models of TGEE system using evolutionary 
method inspired by quantum computer science [1-8, 10, 12, 14].  

On the other hand, though, growing demand may be observed for methods of 
modelling of the TGEE system, including those related to the construction of 
replacement schemata for the purpose of testing sensitivity, and for simulations 
including forecast simulations [18, 20]. For the above mentioned reasons, both 
TGEE system and TGE S.A.2 as a subject of commercial law are within the scope 
of interest of both practice and science. Despite numerous attempts including 
works [1-8, 10, 12, 14], results of research related to the discussed problem, i.e. 
design and development of a quantum evolutionary algorithm in MATLAB and 
Simulink environment for the improvement of parameters of the neural model of 
TGEE within DAM have not been published so far. 

                                                 
1 so called average price weighted by the volume of all transactions during a stock exchange session for 
continuous quotations for a given hour of the 24-hour day. 
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2. Neural modelling of the TGEE system 

Neural modelling involves designing the ANN and teaching it the model of 
the system [11, 15]. At present, due to huge data amounts, the process of neural 
modelling requires to be preceded by cluster analysis, etc. that involves initial 
preparation of data for further processing [21]. Matlab language and Neural 
Network Toolbox (NNT) library were used while designing and teaching the ANN 
the model of the Polish Power Exchange system (TGEE), which was extensively 
described, e.g. in works [13, 18, 20, 24]. The following artificial neural network 
training rule was used in the algorithm:  

),,,,,(],[ EWAXTXnametraintrnet ii= ,                      (1) 

which rule returns as the object the artificial neural network defined in variable net

that consists of, i.a. matrices of weight values, vectors of bias values, etc., where: 
name – network name, X – input matrix of the network, T – expected values 
(Target), Xi – initial input lag of the ANN, Ai – initial lag of the hidden layer �W – 
errors related to weight values. Input and output data were normalized in order to 
improve the process of generalization of learning [21]. As a method of training the 
ANN, function “trainlm” was used, which is an implementation of Levenberg-
Marquardt (LM) algorithm, which was extensively described in works [11, 15]. The 
implementation of the ANN in the MATLAB and Simulink environment using the 
NNT, allowed for obtaining the neural model of the TGEE system in the component 
form, composed of two layers, with adder for the first layer determined first, 
followed by determination of summator for the second layer, according to the 
dependence: 
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where: 
wij – weight between i-th input to k-th layer of weights and j-th output, 
ui(t) – i-th input to k-th layer of weights at moment t, 
netj

k – sum of products of weights and input quantities to k-th layer as the 
argument of the activation function. 
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where: 
wij – weight between i-th input to k-th layer of weights and j-th output,  
ui(t) – i-th input to k-th layer of weights at moment t,  
netj

k – sum of products of weights and input quantities to k-th layer as the 
argument of the activation function, 

yj
k(t) – j-th output from k-th layer at moment t, with k=1 for the output from the 

first layer and k=2 for the output from the second layer. 
Examples of selected values of elements of weight matrix W1 (with the 

dimensions 24 x 24 elements) were presented in works [13, 17]. Training the ANN 
involved modification of values of weights in each layer in order to obtain a model 
resembling the real system. As a result of training, matrices of weights were 
equipped with knowledge that, after the completion of the process of ANN training, 
was in the values of relations between the neurons of the input layer, and the 
neurons of the hidden layer (W1) as well as between neurons of the hidden layer 
and neurons of the output layer (W2), and in biases.   

3. Evolutionary modelling of TGEE in MATLAB environment  

In order to obtain evolutionary model of ANN, a modified systematic 
evolutionary algorithm (MSEA) was developed, published, i.a., in works [16-17, 
19], in which the modified elements included the method to obtain the initial 
population (IP) and, consequently, parent populations (PP), as well as the method 
of obtaining the adaptation function. In order to improve the parameters of the 
ANN, the MSAE algorithm was implemented in Matlab language [13, 17], which 
resulted in the improvement of the parameters of the TGEE model as early as in the 
fourth generation (Fig. 1), and was visible in subsequent generations of the SAE 
algorithm, with minor changes in the degree of accuracy ranging from 0.9988 to 
0.99832, i.e. the average level of adaptation to the environment of 0.9981.  

Finally, weight values were obtained with the degree of accuracy from 0.9988 
to 0.99832, i.e. at the average level of adaptation to the environment 0.9981 [17]. 
Selected values were presented in works [13, 17]. In the model, the crossover 
operator was used, since the mutation operator did not give the desired results, 
which might have been caused by, i.a. the exhaustion of possibilities of 
improvement of adaptation during the crossover, and, consequently, further 
significant improvement was no longer possible.  

Therefore, the lack of significant improvement of the neural model as a result 
of the mutation operator was caused by very high degree of adaptation of the neural 
model to the TGEE system equal to 0.9981. Thus, other methods, such as quantum 
computer science methods were required to obtain further improvement of the 
neural model [3, 13, 16-17]. 
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In order to improve the parameters of the obtained neural model of the TGEE 
(NM), in the considered case the values of both weight matrices W1 and W2, a 
neural-evolutionary model (NEM) was developed, which allowed to improve the 
accuracy of the TGEE model in relation to the real model. 

Figure 1. The graph of adaptation (robustness) function relative to epoch in EA. 
Denotations: epoch – number of subsequent population, value of adaptation – the ratio 

between the reference value to the value obtained from the model. Source: [17] 

Results obtained from the neural model of the TGEE and neural-evolutionary 
model (neural model improved by means of SEA algorithm, based on Systematic 
Evolutionary Algorithm) were compared using a simulation model developed in 
Simulink [13, 17], which allowed to obtain the courses of selected output quantities, 
as in Fig. 3. The analysis of the discrepancies shows that the output quantities 
generated by the NEM were closer to the real system than the quantities generated 
by the NM [13, 17]. 

4. Quantum Evolutionary Algorithm for the improvement of parameters of 

the neural model  

In order to obtain the evolutionary model, a modified method of obtaining the 
adaptation function (AF) was developed. A basic block diagram was assumed, 
related to the modified systematic evolutionary algorithm (SEA) [18, 19-21], in 
which the following were determined using quantum methods: initial population 
(IP), robustness (adaptation) function (AF), crossover operator (CO) and mutation 
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operator (MO). Additionally, selection method appropriate for the conditions of the 
problem being solved was chosen. 

Next, the modified SEA algorithm, supplemented with quantum calculations 
(QEA) was used to improve the parameters of the neural model of the TGEE. For 
that purpose, quantum calculations were performed, which required performing the 
quantization of decimal numbers to quantum numbers, succeeded by dequantization 
of quantum numbers to decimal numbers when the calculations were completed. 
Both the process of quantization and dequantization requires the adoption of certain 
methods of conversion of decimal numbers to binary numbers, and, further, to 
quantum numbers [16-17].  

For the purpose of decimal numbers quantization, it is convenient to convert, 
e.g. the values of parameters of the neural model of TGEE, from decimal numbers 
into binary numbers, and assume that classical bits 0 and 1 are clean states, with the 
assumption that the quantum number obtained from the binary number represents 
clean states. The problem of computational complexity appears when mixed states 
of a quantum number are determined, even for one-qubit register. Then, it is 
possible to determine any number of mixed states for a given quantum number, with 
the assumption of the occurrence of superposition principle. It is then important to 
determine the probability of occurrence of |0> and |1> based on the superposition 
principle, i.e. after the assumption of boundary state described by the equilibrium 
state, e.g. assuming that � = �.  

Hence, from the superposition principle described by the following 
dependence: 2�2=1 the boundary between the areas of the two clean states with the 
value �=�= 0.71 is obtained. In order to obtain mixed states, the following steps are 
performed: for a clean state |0> (if it dominates) – a value from the interval (0.71÷1) 
is selected at random, and for a clean state |1> (if it dominates) – a value from the 
interval (0.71÷1) is selected at random, i.e. for the value of the clean state |0> a 
mixed state |M0> with the domination of clean state |0> is obtained, i.e. random 
selection from the dominant interval 0.71���1 and random selection of � from 
recessive interval 0���0,71, and similarly, for values of clean state |1> a mixed state 
ought to be obtained |M1> with the domination of clean state |1>, i.e. random 
selection of � from the dominant interval 0.71���1 and random selection of � from 
recessive interval 0� � �0.71.  

The above mentioned method allows for specification of unequivocal yet 
random method of determination of mixed states using a classical computer. 
Further, it is worth noticing that e.g. due to the fact that there may occur an infinite 
number of mixed states (let us assume that in this case, the infinity is the number of 
computational data e.g. 1000) in each qubit (which is a 2-row matrix), the number 
of occurrences |0> in 1000 cases for a clean state |0> is then selected at random, and 
the number of occurrences |1>  is calculated based on the superposition principle, 
and, similarly, the number of occurrences |1> in 1000 cases for a clean state |1> , 
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and the number of occurrences 0> is calculated based on the superposition principle 
(�2+�2=1).  In this way, pairs of mixed numbers are obtained, which are then further 
used for the purpose of narrowing the areas of occurrence of mixed states of 
quantum numbers.  

5. Possibilities of Improvement of the ANN using the Quantum Evolutionary 

Algorithm   

The possibility of improvement of ANN parameters, including the weights in 
both layers arises from increasing the degree of accuracy of the problem being 
solved, in accordance with the higher precision inspired by the quantum mechanics 
and computer science.  

One of first attempts to implement evolutionary algorithms inspired by 
quantum computer science was the work by Naranyan & More, 1996 [10], in which 
an attempt to implement a new EA was made, based on quantum calculations logic, 
and the conception of the existence of so called parallel universes. The proposed 
method was verified using the example of so called travelling salesman problem. 
Each universe was represented by its own population of chromosomes, and each 
chromosome was represented by a two-dimensional matrix with one row 
representing the route, and a letter representing cities, with the assumption that 
every route determined in the above mentioned way was different. Crossover 
involved the determination of a new generation of chromosomes by selecting 
individual genes from different universes, and if the letter repeated, a jump to the 
next different generation occurred. For this model, a proof proving that quasi-
quantum approach used in the evolutionary algorithm is better than the classic 
evolutionary algorithm was not given.  

Also, a method of representation of individual chromosomes using quantum 
gates was not indicated, i.e. neither a method for quantum representation of 
chromosomes nor alternative universes by means of quantum-evolutionary approach 
was not shown. Nevertheless, the accuracy of the travelling salesman problem being 
solved was improved. Another work, which presents results related to the 
implementation of quantum evolutionary algorithm, using quantum computer, was 
work by K. Han & J. Kim, 2000 [2], and shows the method of quantum-
evolutionary solution using the example of the discrete backpack problem.  

It was assumed that qubits represent base states of the chromosome, and a 
register is used for the representation of superposition of states of individual qubits. 
The process of improvement of the parameters of the model was implemented using 
rotation gates. This method used neither crossover algorithm nor mutation 
algorithm, which, obviously, limited the possibilities of finding a robust solution. 
The problem related to the implementation of the above mentioned algorithm was 
the lack of possibility to measure the quantum state, which, changed at the moment 
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of recording, which, in practice, made it impossible to use it to measure current 
quantum states. Therefore, indirect methods were used to perform measurements. 

The literature on the subject provides numerous similar attempts at finding 
quantum-evolutionary algorithms for solving various computational problems, such 
as works [1, 4-8, 10, 12, 14, 16], related to evolutionary solutions inspired by 
quantum computer science. However, among them there are no proposals, which 
would solve the problem of quantum calculations, including obtaining and using 
mixed numbers in the calculations, in the appropriate way, and increase the 
accuracy of modelling. The problem of mixed numbers was described, i.a. in works 
[16], in which a method of obtaining quantum numbers was proposed. Based on the 
above mentioned method of obtaining quantum numbers and fundamentals of 
quantum evolutionary algorithm, a method of quantum calculations that uses 
classical computers was developed. The method comprises the basic steps presented 
on Fig. 4. Let the need to determine quantum value of the adder net with the 
structure as in Fig. 2 arise. Determination of quantum numbers is shown on Fig. 3, 
using next equation: 
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Figure 2. Adder net1. Denotations: u1 … u24 – input signals to the ANN (here: the volume  
of ee in each hour of the 24-hour day), y1 – output signals from the ANN (here: average 

selling price of ee), w11 , w12… w1,24 – weights of layer W1 connected to neuron 1 (net1
1). 

Step 2. Conversion of values written in the binary system for input u1 and weight 
w1,1 here: 01 January 2015) into values in the quantum system (the dimension of 
state vector in Hilbert space must be the same as the dimension of weights vector): 
decimal values: binary values: u1=[0.000010001101], w1,1=[0.010011100001], 
quantum values (to two digits after the point): 
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Figure 4. Determination of quantum numbers 

Conversion of values written in the decimal system and conversion of values written in the 
binary system and determination of the quantum value of the neurone adder. 

Next, quantities �1 determined based on condition (16-1) using equation (10) and condition 
(16-2) are compared – equation (11) and (18) and (19) are compared, and the following is 
obtained as in equation (12). Finally, based on dependences (17) and (20) the following is 

obtained –equation (13). And finally is possible to obtain value as in equation (14).

START

Data Input (Data from DAM)

And further: �1=0,6902/�2=0,69058308 and, alternatively, it may be calculated from the 
condition (16-3) that �1=0,5368/0.99944528 =0,53709794, and from the superposition 
principle �’1=0.68036906. There are also other alternative solutions that result from the 

condition (16-4) determined in the analogical way. Therefore, substituting one of the above 
mentioned solutions into matrix (7), the following is obtained as in equation (15-1). In a 

similar way, by determining the remaining three elements of summator net(u), a convenient 
factored form of elements of matrix net(u) is obtained, readily available for use while 

determining the quantum value of output one for neuron 1 of the hidden layer – equation (15-
2).

The value of expression (16) or (17) becomes the input value to layer 2, which may also be put 
down in the complex form, not only with the help of Dirac notation. In a similar way, outputs 
from remaining neurons of the first layer (hidden layer) and second layer (output layer) are 
determined. The vector of quantum outputs from the output layer is also further used in the 

robustness function of the evolutionary algorithm for each individual from the parent 

It is necessary to substitute expression (6) into the dependence to obtain the quantum form of 
output from the artificial neural network as equation (16) and considering dependence (15), 
the following form of quantum output from the ANN as (17)

Next neurone ?

Print Results

END

Next net(u) ?
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6. Conclusions 

Quantum evolutionary algorithm was proposed, which was verified using 
numerical examples for the problem related to the improvement of parameters of the 
neural-evolutionary model of TGEE. For the purpose of quantum-evolutionary 
algorithm development, theory related to quantum computer science, and in 
particular, author’s own method of mixed quantum numbers determination was 
applied [16-17]. The research is continued in order to determine the degree of 
improvement of parameters of the neural-evolutionary model by supplementing the 
modified SEA algorithm with solutions from the field of quantum computer science.  
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