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Increasing number of repositories of online documents resulted in growing de-
mand for automatic categorization algorithms. However, in many cases the texts 
should be assigned to more than one class. In the paper, new multi-label classifica-
tion algorithm for short documents is considered. The presented problem transfor-
mation Labels Chain (LC) algorithm is based on relationship between labels, and 
consecutively uses result labels as new attributes in the following classification pro-
cess. The method is validated by experiments conducted on several real text datasets 
of restaurant reviews, with different number of instances, taking into account such 
classifiers as kNN, Naive Bayes, SVM and C4.5. The obtained results showed the 
good performance of the LC method, comparing to the problem transformation 
methods like Binary Relevance and Label Powerset. 
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1. Introduction 

Text document categorization is an important task, playing significant role in 
such areas as information retrieval, text management, web searching or sentiment 
analysis. However, in many cases documents should be assigned to more than one 
class. Then, multi-label classification, which contrarily to the single-label one aims 
at predicting more than one predefined class label, can be used.  
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Multi-label classification for text documents have to deal with multidimension-
al datasets of many attributes. In many cases document datasets contain relatively 
small number of instances, at the same time. Such situation can take place in the 
case of medical records or documents from narrow specialized domains. Text doc-
uments are usually described by many attributes what makes the process of multi-
label classification more complex and thus, methods dealing with that kind of data 
seem to be necessary. There exist several techniques for multi-label classification 
that can be used for any dataset. However, they do not provide satisfactory accura-
cy in many cases, especially when sets of attributes are large. 

In the paper, application of the problem transformation method, which deals 
with multi-label classification when the number of attributes significantly exceeds 
the number of instances, is considered. The method was firstly introduced in [1], 
where its performance was examined by taking into account accuracy for 2 label 
classification of datasets of images and music.  In the current paper, we propose to 
use the technique for text document datasets, taking into account more labels. The 
technique is validated by the experiments conducted on datasets of different num-
ber of instances and attributes, taking into account not only classification accuracy 
but also  Hamming Loss measure [2]. The results are compared with the ones ob-
tained by application of the most commonly used methods: Binary Relevance [3, 4, 5] 
and Label Power-set [4, 5, 6, 7].  

The reminder of the paper is organized as follows. In the next section relevant 
research concerning multi-label classification of text documents dataset is present-
ed. Then the proposed approach together with evaluation measures are described. 
In the following section the experiments and their results are depicted. Finally 
some concluding remarks and future research are presented. 

2. Relevant research 

Many techniques of multi-label classification have been proposed so far. How-
ever, there are two main approaches, which are the most commonly applied. The 
first one is based on adaptation methods, which extend specific algorithms to ob-
tain the classification results directly. The second approach is independent of the 
learning algorithms and transforms multi-label classification problem into single-
label tasks. Then well-known classification algorithms can be applied. 

There exist several transformation techniques [4]. As the most popular ones 
there should be mentioned Binary Relevance and Label Power-set techniques. The 
first method converts multi-label problem into several binary classification prob-
lems by using one-against-all strategy. Its main disadvantage consists in ignoring 
label correlations which may exist in a dataset (see [3, 4, 5]). Label Power-set  
method creates new classes of all unique sets of labels which exist in the multi-
label training data. Thus, every complex multi-label task can be changed into one 
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single-label classification. Therefore, this method can be used regardless of number 
and variety of labels assigned to the instances. The main disadvantage of creating 
new labels is that it may lead to datasets with a large number of classes and only 
few instances representing them [4, 5, 6, 7].  

Text categorization is one of the main domain, where  multi-label classification 
is applied, however most of the researchers examined the proposed approaches 
taking into account datasets of different characters [4, 5]. Multi-label text classifi-
cation was considered by Shapire and Singer [2], who introduced the boosting 
method, which consists in combining inaccurate rules into the single accurate one. 
They considered the cases of text documents with small number of categories. 
Their approach was further developed in the papers [8, 9]. 

Fuzzy approach was proposed by Lee and Jiang [10]. They used a fuzzy rele-
vance measure  to reduce the number of dimensions and applied clustering to build 
region of categories. 

3. Materials and methods 

3.1. Proposed approach 

The proposed transformation methodology is based on separate single-label 
classification tasks. Two methods are considered: Independent Labels with all the 
tasks applied individually and  Labels Chain which takes into account consequen-
tial labels in each succeeding classification process. Let L be the set of all the labels 
and let K denote a set of labels relevant for an instance. 

Independent Labels (IL) is the approach, where each label constitutes a sepa-
rate single-label task. IL algorithm works similarly to Binary Relevance method, 
however, it requires to learn |K| multiclass classifiers, instead of |L| binary classifi-
ers. Such approach makes the method competitive in time and computational com-
plexity in the cases of the small number of labels per instance. The main assump-
tion concerns known number of labels for instances. Unfortunately, the algorithm 
ignores existing label correlations during classification process, what may result in 
losing some vital information and may provide poor prediction quality in some 
cases. 

Labels Chain (LC) is the improvement of  IL method, that uses mapping of re-
lationship between labels. New proposed algorithm also requires to learn |K| mul-
ticlass classifiers, but this one, in contrast to IL, consecutively uses result labels as 
new attributes in the following classification process. It creates the classifications 
chain (the idea has been used so far only for binary classifications [11]), taking into 
account that classifications are not totally independent from themselves, what ena-
bles providing better predictive accuracy. This feature is especially important in 
multi-label problems with small number of labels K, because in these cases the 
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value of a new, added attribute is more significant for classification process. The 
Labels Chain method can be also applied taking into account different order of 
classifications, with |K|! available order combinations. As in IL, the number of 
labels for instances is assumed to be known. 

In further considerations, Independent Labels is used as indirect method, im-
proved by Labels Chain approach. Comparison of results from both algorithms 
during experiments shows the advantage of using relationship between labels. The 
obtained results are also compared with those got by the most popular Binary Rele-
vance and Label Power-set algorithms, taking into account two evaluation metrics. 

3.2. Evaluation metrics 

Hamming Loss was proposed in [2] for evaluating the performance of multi-
label classification, it calculates the fraction of incorrectly classified single labels to 
the total number of labels. Since it is a loss function, its smaller value is connected 
with the better performance of the algorithm. It is defined as:  
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where: xi are instances, i = 1…N, N is their total number in the test set, Yi denotes 
the set of true labels and F(xi) is a set of labels predicted during classification pro-
cess, and operation xor(Yi, F(xi)) gives difference between these two sets. 

Classification Accuracy (also known as exact match) is much more strict 
evaluation metric for multi-label classification. Contrarily to the Hamming Loss 
measure, it ignores partially correct sets of labels by marking them as incorrect 
predictions, and requires all labels to be an exact match of the true set of labels. 
Classification Accuracy for multi-label classification is defined as [12]: 
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where I(true) = 1 and I(false) = 0. 

3.3. Text document datasets from Yelp 

In order to evaluate the proposed method, several real text datasets of restau-
rant reviews from Yelp website [13] – the online business directory were consid-
ered. Yelp users give ratings and write reviews about local businesses and services 
on Yelp. These reviews are usually short texts with about hundred words, which 
are to help other users to make choice of restaurants, shopping mall, home service 
and others. In many cases, the reviews describe various aspects and experiences 
connected with the considered business. 

Restaurant reviews from Yelp can be classified into five predefined catego-
ries: Food, Service, Ambience, Deals/Discounts and Worthiness. Interpretation of 
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Food and Service categories seems to be obvious. Ambience refers to the look and 
feel of the place. Deals and Discounts correspond to offers during happy hours, or 
specials run by the restaurant. Finally, Worthiness can be interpreted as value for 
money and is different from the price attribute already provided by Yelp. All the 
categories were introduced and analyzed in [14]. As each review can be associated 
with multiple categories at the same time, its categorization can be considered as 
multi-label classification problem. Such approach seems to be very effective in 
making a decision, because it helps in understanding why the reviewer rated the 
restaurant  low or high. Moreover, it avoids wasting time reading reviews that do 
not relate to the category, which user is interested in. Although, the described func-
tionality is useful for any kind of business, the scope of our investigations will be 
limited only to restaurants. 

The basic data corpus comes from [14] and contains instances described by 
668 attributes – 375 unigrams, 208 bigrams and 120 trigrams [15]. Such approach 
based on keywords allows to present text of a review as a vector of features. 

There were taken into account datasets with different number of instances and 
different number of assigned labels for instances. There were considered 6 main 
datasets randomly selected from all the data: 

• 3 datasets of 1676 instances, with two labels assigned (named TwoLabels_1, 
TwoLabels_2 and TwoLabels_3), 

• 3 datasets of 1200 instances, with three labels assigned (named similarly 
ThreeLabels_1, ThreeLabels_2 and ThreeLabels_3). 

The datasets were used to create the ones of the smaller number of instances. From 
each of the dataset half of the instances were randomly selected. This process was 
consecutively repeated several times for newly created datasets. Thus, from the 
datasets of 1676 instances we obtained new ones of 838, 419, 210, 105 and 53 rec-
ords, and the ones of 1200 instances were respectively reduced to 600, 300, 150, 75 
and 38 objects. That way, there were obtained 36 datasets of different number of 
instances, part of them with the number of attributes, which significantly exceeds 
relatively small number of instances. 

4. Experiment results and discussion 

The aim of the experiments was to examine the performance of the proposed 
technique comparing to the commonly used problem transformation methods. The 
experiments were carried out on all the datasets described in the Section 3.3. Val-
ues of Classification Accuracy and Hamming Loss measures were compared for 
considered methods: Binary Relevance (BR), Label Power-set (LP), and investigat-
ed Independent Labels (IL) and Labels Chain (LC). In the case of the LC technique, 
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different possible label orders were examined. The final results were indicated 
according to the best accuracy values. The experiments were conducted for the 
well-known one-label classifiers: k-nearest neighbors, naive Bayes, support vector 
machine SVM and C4.5 decision tree [16], which were conjunct with the consid-
ered problem transformation methods. 

The software implemented for experiments was based on WEKA Open 
Source [17] with default parameters of WEKA software, and was running under 
Java JDK 1.8, on 64-bit machine with a dual core processor. In a classification 
process, each of a single dataset was divided into two parts – training set (60% of 
instances) and test set (40% of instances). 

Values of Hamming Loss measure for all the tested datasets with assigned 2 
labels TwoLabels_1, TwoLabels_2 and TwoLabels_3 are presented in Tab. 1. 
Tab. 2, Fig. 1 and Fig. 2 show Classification Accuracy values for all the datasets. 
In all the tables the best results in rows are shadowed, taking into account all the 
considered methods: Binary Relevance (BR), Label Power-set (LP), Independent 
Labels (IL) and Labels Chain (LC), for different classifiers and dataset sizes. Con-
sidered classifiers are marked in the tables with the following abbreviations:  
k-nearest neighbors kNN, naive Bayes NB, support vector machine SVM and C4.5 
decision tree. 

 
Table 1.  Datasets with 2 labels assigned – results of Hamming Loss 

Instances, 
classifiers 

TwoLabels_1 TwoLabels_2 TwoLabels_3 

BR LP IL LC BR LP IL LC BR LP IL LC 

16
76

 

kNN 0.230 0.233 0.232 0.253 0.288 0.276 0.289 0.305 0.251 0.256 0.256 0.244 

NB 0.228 0.229 0.233 0.252 0.236 0.232 0.240 0.237 0.227 0.208 0.223 0.222 

SVM 0.281 0.281 0.281 0.276 0.281 0.281 0.279 0.273 0.279 0.279 0.279 0.278 

C4.5 0.245 0.265 0.257 0.277 0.219 0.259 0.272 0.270 0.239 0.269 0.270 0.271 

83
8 

kNN 0.312 0.314 0.314 0.281 0.282 0.284 0.282 0.258 0.302 0.300 0.309 0.302 

NB 0.261 0.267 0.281 0.278 0.234 0.227 0.241 0.243 0.235 0.235 0.242 0.248 

SVM 0.273 0.273 0.273 0.259 0.281 0.281 0.281 0.281 0.302 0.302 0.302 0.281 

C4.5 0.269 0.287 0.297 0.301 0.244 0.294 0.272 0.281 0.257 0.294 0.286 0.324 

41
9 

kNN 0.258 0.271 0.270 0.242 0.258 0.260 0.257 0.248 0.357 0.355 0.360 0.319 

NB 0.242 0.243 0.245 0.236 0.274 0.274 0.287 0.263 0.275 0.288 0.296 0.284 

SVM 0.264 0.264 0.264 0.245 0.298 0.298 0.298 0.287 0.264 0.264 0.264 0.293 

C4.5 0.260 0.314 0.307 0.281 0.287 0.321 0.308 0.319 0.289 0.307 0.274 0.254 

21
0 

kNN 0.233 0.233 0.233 0.188 0.269 0.267 0.276 0.253 0.352 0.352 0.352 0.306 

NB 0.236 0.248 0.243 0.206 0.264 0.267 0.286 0.294 0.307 0.281 0.295 0.265 

SVM 0.238 0.238 0.238 0.188 0.279 0.262 0.262 0.235 0.233 0.233 0.371 0.282 

C4.5 0.281 0.348 0.331 0.259 0.319 0.367 0.283 0.312 0.319 0.291 0.324 0.282 

10
5 

kNN 0.324 0.324 0.324 0.282 0.271 0.267 0.267 0.235 0.400 0.391 0.391 0.306 

NB 0.224 0.210 0.229 0.188 0.348 0.305 0.381 0.188 0.252 0.295 0.267 0.188 

SVM 0.229 0.229 0.229 0.212 0.257 0.257 0.257 0.235 0.276 0.276 0.276 0.235 

C4.5 0.314 0.314 0.305 0.259 0.362 0.362 0.343 0.188 0.343 0.343 0.295 0.282 

53
 

kNN 0.286 0.286 0.286 0.150 0.267 0.267 0.267 0.200 0.210 0.210 0.210 0.150 

NB 0.324 0.362 0.343 0.250 0.276 0.286 0.305 0.200 0.229 0.229 0.248 0.150 

SVM 0.343 0.343 0.343 0.300 0.267 0.267 0.267 0.200 0.210 0.210 0.210 0.150 

C4.5 0.343 0.324 0.267 0.100 0.352 0.362 0.352 0.200 0.171 0.191 0.191 0.100 
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It is easy to notice that for datasets of bigger number of instances (from 1676 
to 419) the best results for different classifiers were obtained for various methods. 
And the optimal technique cannot be indicated. However, for the smaller datasets 
of 210, 105 and 53 instances, Labels Chain (LC) performs the best. In the 16 out of 
36 cases Hamming Loss values were even less or equal to 0.200. 

During experiments more strict measure Classification Accuracy was consid-
ered. In that case, the trend of shadowed best results is similar to the one of Ham-
ming Loss. The obtained results for bigger datasets have no repeatability for differ-
ent methods, while for smaller ones best values of Classification Accuracy were 
provided for Labels Chain algorithm. 
 

Table 2.  Datasets with 2 labels assigned – results of Classification Accuracy [%] 

Instances, 
classifiers 

TwoLabels_1 TwoLabels_2 TwoLabels_3 

BR LP IL LC BR LP IL LC BR LP IL LC 

16
76

 

kNN 46.42 46.87 47.01 36.19 32.69 36.27 34.48 29.85 41.34 42.09 41.94 39.93 

NB 35.22 46.12 45.52 39.18 33.88 46.72 44.03 42.16 36.12 51.04 44.48 46.64 

SVM 36.57 36.57 36.57 36.94 36.87 36.87 36.87 37.69 37.01 37.01 37.16 38.06 

C4.5 28.36 41.94 40.75 32.46 32.69 40.00 35.67 34.33 28.81 38.81 37.91 36.19 

83
8 

kNN 26.73 27.03 27.33 31.58 33.43 34.63 34.63 38.81 33.13 35.82 34.03 30.60 

NB 31.53 39.64 35.44 31.58 32.54 48.06 41.49 39.55 31.04 46.27 41.79 39.55 

SVM 38.44 38.44 38.44 40.60 36.42 36.42 36.42 36.57 33.73 33.73 33.73 41.04 

C4.5 26.43 37.24 31.83 25.56 27.46 32.84 35.82 34.33 23.88 35.22 33.13 27.61 

41
9 

kNN 39.88 37.50 37.50 41.79 38.69 39.29 39.88 38.81 20.24 23.21 20.83 23.88 

NB 33.93 45.24 42.26 43.28 27.38 37.50 33.33 38.81 25.00 35.12 31.55 38.81 

SVM 39.29 39.29 39.29 40.30 35.71 35.71 35.71 37.31 40.48 40.48 40.48 34.33 

C4.5 22.02 30.95 31.55 34.33 16.67 30.95 29.17 31.34 20.83 28.57 34.52 40.30 

21
0 

kNN 46.43 46.43 46.43 52.94 41.67 44.05 42.86 44.12 17.86 17.86 17.86 32.35 

NB 36.90 44.05 44.05 50.00 30.95 35.71 36.90 29.41 16.67 34.52 32.14 41.18 

SVM 45.24 45.24 45.24 52.94 27.38 41.67 41.67 47.06 47.62 47.62 15.48 38.24 

C4.5 16.67 26.19 26.19 38.24 19.05 20.24 28.57 29.41 16.67 33.33 26.19 41.18 

10
5 

kNN 21.43 21.43 21.43 29.41 38.10 38.10 38.10 41.18 19.05 21.43 21.43 23.53 

NB 45.24 57.14 45.24 52.94 16.67 30.95 19.05 52.94 35.71 33.33 38.10 47.06 

SVM 50.00 50.00 50.00 52.94 40.48 40.48 40.48 41.18 38.10 38.10 38.10 47.06 

C4.5 21.43 30.95 28.57 41.18 14.29 21.43 19.05 52.94 16.67 21.43 33.33 41.18 

53
 

kNN 42.86 42.86 42.86 62.50 42.86 42.86 42.86 50.00 47.62 47.62 47.62 62.50 

NB 28.57 23.81 28.57 37.50 33.33 38.10 33.33 62.50 38.10 42.86 38.10 62.50 

SVM 28.57 28.57 28.57 37.50 42.86 42.86 42.86 50.00 47.62 47.62 47.62 62.50 

C4.5 23.81 38.10 52.38 75.00 0.00 23.81 14.29 50.00 52.38 52.38 52.38 75.00 

 
Similarly to 2 label datasets, the experiments were carried out on datasets with 

3 labels (ThreeLabels_1, ThreeLabels_2 and ThreeLabels_3). Results of Hamming 
Loss measure are presented in Tab. 3. Overview of the table shows tendency simi-
lar to the first part of the experiments. Only with smaller datasets the observed 
trend stabilizes and the best results are almost always obtained for Labels Chain 
method. There are only 3 exceptions for ThreeLabels_1 dataset – SVM and C4.5 
for 150 instances and SVM for 38 ones. 
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Figure 1. Dataset TwoLabels_3 – comparison of Classification Accuracy results 

for kNN and NB classifiers 
 
 

 
Figure 2. Dataset TwoLabels_3 – comparison of Classification Accuracy results  

for SVM and C4.5 classifiers 
 

As it can be easy noticed in Tab. 4, Fig. 3 and Fig. 4, Classification Accuracy 
results confirm the effectiveness of the considered method for the dataset of the 
smallest sizes. Labels Chain algorithm gave the best results for ThreaLabels_2 
with 300, 150, 75 and 38 objects, and for ThreaLabels_1 and ThreeLabels_3 with 
150, 75 and 38 objects. The exceptions occurred only for ThreaLabels_1 with NB 
for 150 objects and SVM for 38 ones. 

Summing up, during the experiments, there is observed the similar trend in 
obtained results for Hamming Loss measure as well as Classification Accuracy. 
The Labels Chain method achieved the best results for all the classifiers for da-
tasets of small number of instances. It is also worth to mention that LC method 
gave much better results than its basic version Independent Labels. Thus, one can 
conclude that mapping dependencies between labels should ameliorate multi-label 
classification performance. 
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Table 3.  Datasets with 3 labels assigned – results of Hamming Loss 

Instances, 
classifiers 

ThreeLabels_1 ThreeLabels_2 ThreeLabels_3 

BR LP IL LC BR LP IL LC BR LP IL LC 

12
00

 

kNN 0.266 0.267 0.290 0.197 0.328 0.325 0.314 0.257 0.218 0.218 0.282 0.530 

NB 0.198 0.172 0.273 0.177 0.196 0.178 0.284 0.203 0.217 0.203 0.303 0.239 

SVM 0.208 0.208 0.285 0.218 0.208 0.208 0.293 0.197 0.219 0.219 0.301 0.177 

C4.5 0.203 0.226 0.284 0.192 0.214 0.238 0.286 0.260 0.222 0.210 0.308 0.213 

60
0 

kNN 0.278 0.270 0.307 0.211 0.290 0.293 0.302 0.247 0.238 0.242 0.282 0.232 

NB 0.190 0.170 0.287 0.153 0.208 0.207 0.281 0.258 0.203 0.197 0.287 0.200 

SVM 0.190 0.190 0.282 0.158 0.227 0.227 0.287 0.242 0.212 0.212 0.290 0.189 

C4.5 0.211 0.215 0.302 0.201 0.248 0.228 0.315 0.179 0.209 0.213 0.306 0.226 

30
0 

kNN 0.315 0.313 0.323 0.274 0.233 0.237 0.317 0.168 0.237 0.233 0.297 0.189 

NB 0.228 0.220 0.313 0.200 0.207 0.210 0.300 0.189 0.207 0.203 0.293 0.211 

SVM 0.230 0.230 0.307 0.316 0.233 0.233 0.303 0.147 0.197 0.197 0.290 0.211 

C4.5 0.262 0.263 0.327 0.200 0.232 0.260 0.323 0.232 0.245 0.307 0.337 0.211 

15
0 

kNN 0.270 0.280 0.267 0.200 0.230 0.227 0.293 0.160 0.367 0.360 0.313 0.200 

NB 0.233 0.220 0.280 0.200 0.187 0.193 0.313 0.160 0.177 0.187 0.293 0.160 

SVM 0.227 0.227 0.287 0.240 0.220 0.220 0.300 0.120 0.160 0.160 0.300 0.160 

C4.5 0.257 0.293 0.283 0.280 0.210 0.253 0.323 0.200 0.250 0.260 0.327 0.120 

75
 

kNN 0.440 0.440 0.493 0.240 0.207 0.213 0.280 0.080 0.427 0.427 0.400 0.280 

NB 0.260 0.267 0.307 0.160 0.193 0.187 0.280 0.160 0.180 0.173 0.253 0.080 

SVM 0.267 0.267 0.307 0.240 0.227 0.200 0.267 0.160 0.173 0.173 0.253 0.160 

C4.5 0.287 0.280 0.307 0.240 0.360 0.240 0.313 0.080 0.340 0.267 0.327 0.080 

38
 

kNN 0.333 0.347 0.280 0.200 0.293 0.293 0.360 0.100 0.320 0.320 0.387 0.100 

NB 0.200 0.213 0.307 0.000 0.320 0.267 0.360 0.200 0.187 0.187 0.333 0.000 

SVM 0.187 0.187 0.307 0.200 0.320 0.320 0.360 0.200 0.187 0.187 0.333 0.000 

C4.5 0.280 0.400 0.360 0.000 0.360 0.293 0.373 0.200 0.227 0.267 0.360 0.000 

 
 
 

 
Figure 3. Dataset ThreeLabels_3 – comparison of Classification Accuracy results  

for kNN and NB classifiers 
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Table 4.  Datasets with 3 labels assigned – results of Classification Accuracy [%] 

Instances, 
classifiers 

ThreeLabels_1  ThreeLabels_2 ThreeLabels_3 

BR LP IL LC BR LP IL LC BR LP IL LC 

12
00

 

kNN 41.67 41.88 41.67 50.65 27.71 31.25 29.58 37.66 48.33 48.75 48.75 49.35 

NB 41.04 57.71 47.29 57.14 42.71 56.88 48.33 48.05 39.17 52.08 40.83 42.86 

SVM 51.67 51.67 55.21 49.35 50.83 50.83 33.54 53.25 47.92 47.92 48.96 57.14 

C4.5 35.42 46.88 47.29 55.84 33.33 45.00 43.33 36.36 33.13 52.08 45.42 51.95 

60
0 

kNN 37.92 40.42 39.17 50.00 32.92 32.92 32.92 39.47 41.25 42.08 42.08 42.11 

NB 45.00 59.58 48.75 60.53 40.42 52.08 46.25 42.11 40.83 53.33 47.08 52.63 

SVM 55.42 55.42 55.42 60.53 46.25 46.25 46.25 44.74 51.25 51.25 51.25 52.63 

C4.5 31.67 49.17 40.83 47.37 27.50 46.67 37.92 52.63 40.42 50.42 38.33 47.37 

30
0 

kNN 27.50 28.33 27.50 31.58 40.83 43.33 41.67 63.16 43.33 46.67 44.17 52.63 

NB 37.50 49.17 41.67 52.63 37.50 50.83 43.33 57.89 40.00 52.50 45.83 47.37 

SVM 48.33 48.33 48.33 21.05 44.17 44.17 44.17 63.16 53.33 53.33 53.33 52.63 

C4.5 26.67 40.00 37.50 57.89 28.33 39.17 39.17 42.11 20.83 32.50 30.00 47.37 

15
0 

kNN 33.33 35.00 36.67 60.00 45.00 46.67 46.67 50.00 15.00 16.67 15.00 50.00 

NB 36.67 53.33 46.67 50.00 45.00 51.67 43.33 60.00 53.33 53.33 56.67 70.00 

SVM 50.00 50.00 50.00 50.00 46.67 46.67 46.67 70.00 60.00 60.00 60.00 60.00 

C4.5 30.00 33.33 38.33 40.00 38.33 38.33 43.33 50.00 26.67 41.67 26.67 60.00 

75
 

kNN 23.33 23.33 23.33 40.00 46.67 46.67 46.67 80.00 13.33 13.33 13.33 40.00 

NB 30.00 43.33 36.67 80.00 36.67 53.33 40.00 60.00 50.00 60.00 56.67 80.00 

SVM 43.33 43.33 43.33 60.00 0.00 50.00 26.67 60.00 60.00 60.00 60.00 60.00 

C4.5 30.00 40.00 36.67 60.00 16.67 46.67 36.67 60.00 10.00 43.33 30.00 80.00 

38
 

kNN 13.33 13.33 13.33 50.00 33.33 33.33 33.33 50.00 40.00 40.00 40.00 50.00 

NB 40.00 46.67 40.00 100.00 33.33 40.00 33.33 50.00 53.33 53.33 53.33 100.00 

SVM 60.00 60.00 60.00 50.00 33.33 33.33 33.33 50.00 53.33 53.33 53.33 100.00 

C4.5 13.33 20.00 20.00 100.00 6.67 40.00 20.00 50.00 33.33 46.67 46.67 100.00 

 
 
 

 
Figure 4. Dataset ThreeLabels_3 – comparison of Classification Accuracy results  

for SVM and C4.5 classifiers 
  
 
 
 
 

 

40

55

70

85

100

1200 600 300 150 75 38

Classification
Accuracy [%]

Instances

SVM classifier

BR LP IL LC

10

25

40

55

70

85

100

1200 600 300 150 75 38

Classification
Accuracy [%]

Instances

C4.5 classifier

BR LP IL LC



34 

5. Conclusion 

In the paper, new effective problem transformation method of multi-label 
classification for text document datasets is presented. The experiments carried out 
on datasets of different number of attributes and different sizes showed the good 
performance of the proposed Labels Chain method, comparing to the problem 
transformation methods like Binary Relevance and Label Power-set. Especially, 
the best results were obtained for datasets of big number of attributes and relatively 
small number of instances.  

Future investigations will consist in conducting further experiments taking  
into account text datasets of different sizes and different number of attributes. It is 
also worth considering to examine the performance of the method taking into  
account bigger number of relevant labels, as well as using different evaluation  
criteria. 
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