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Increasing number of repositories of online docutmeasulted in growing de-
mand for automatic categorization algorithms. Hosvevyn many cases the texts
should be assigned to more than one class. Ingherpnew multi-label classifica-
tion algorithm for short documents is considerelle presented problem transfor-
mation Labels Chain (LC) algorithm is based ontreteship between labels, and
consecutively uses result labels as new attribintése following classification pro-
cess. The method is validated by experiments cdadwmn several real text datasets
of restaurant reviews, with different number oftamees, taking into account such
classifiers as kNN, Naive Bayes, SVM and C4.5. dh&ined results showed the
good performance of the LC method, comparing to gheblem transformation
methods like Binary Relevance and Label Powerset.
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1. Introduction

Text document categorization is an important tgdkying significant role in
such areas as information retrieval, text managémesb searching or sentiment
analysis. However, in many cases documents shaulisbigned to more than one
class. Then, multi-label classification, which aanty to the single-label one aims
at predicting more than one predefined class laiagl be used.



Multi-label classification for text documents hawedeal with multidimension-
al datasets of many attributes. In many cases deesudatasets contain relatively
small number of instances, at the same time. Sitightion can take place in the
case of medical records or documents from narr@eiafized domains. Text doc-
uments are usually described by many attributes wiakes the process of multi-
label classification more complex and thus, methaeing with that kind of data
seem to be necessary. There exist several teclenfquenulti-label classification
that can be used for any dataset. However, thayotlprovide satisfactory accura-
cy in many cases, especially when sets of attribarte large.

In the paper, application of the problem transfaromamethod, which deals
with multi-label classification when the numberatfributes significantly exceeds
the number of instances, is considered. The metvaxifirstly introduced in [1],
where its performance was examined by taking ictmoant accuracy for 2 label
classification of datasets of images and musicthéncurrent paper, we propose to
use the technique for text document datasets,gakio account more labels. The
technique is validated by the experiments conductedatasets of different num-
ber of instances and attributes, taking into actaononly classification accuracy
but also Hamming Lossneasure [2]. The results are compared with the obe
tained by application of the most commonly usedhods:Binary Relevancs, 4, 5]
andLabel Power-sef4, 5, 6, 7].

The reminder of the paper is organized as folldwghe next section relevant
research concerning multi-label classificationefttdocuments dataset is present-
ed. Then the proposed approach together with evatueneasures are described.
In the following section the experiments and theisults are depicted. Finally
some concluding remarks and future research asepied.

2. Relevant research

Many techniques of multi-label classification hdaen proposed so far. How-
ever, there are two main approaches, which arentbe& commonly applied. The
first one is based on adaptation methods, whichnekspecific algorithms to ob-
tain the classification results directly. The set@pproach is independent of the
learning algorithms and transforms multi-label sifisation problem into single-
label tasks. Then well-known classification algamis can be applied.

There exist several transformation techniques A4].the most popular ones
there should be mention®&inary RelevancandLabel Power-setechniques. The
first method converts multi-label problem into s&lebinary classification prob-
lems by using one-against-all strategy. Its magadvantage consists in ignoring
label correlations which may exist in a dataset (& 4, 5]).Label Power-set
method creates new classes of all unique setsbefdavhich exist in the multi-
label training data. Thus, every complex multi-latask can be changed into one
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single-label classification. Therefore, this metlvad be used regardless of number
and variety of labels assigned to the instances.nain disadvantage of creating
new labels is that it may lead to datasets withrgd number of classes and only
few instances representing them [4, 5, 6, 7].

Text categorization is one of the main domain, whemulti-label classification
iIs applied, however most of the researchers examihe proposed approaches
taking into account datasets of different characfér 5]. Multi-label text classifi-
cation was considered by Shapire and Singer [2]p witroduced the boosting
method, which consists in combining inaccurategugo the single accurate one.
They considered the cases of text documents withll smumber of categories.
Their approach was further developed in the pd@e1s].

Fuzzy approach was proposed by Lee and Jiang Th@ly used a fuzzy rele-
vance measure to reduce the number of dimensiahgplied clustering to build
region of categories.

3. Materials and methods

3.1. Proposed approach

The proposed transformation methodology is basedeparate single-label
classification tasks. Two methods are considelrdependent Labelwith all the
tasks applied individually and.abels Chairwhich takes into account consequen-
tial labels in each succeeding classification pseceetl be the set of all the labels
and letK denote a set of labels relevant for an instance.

Independent Labels (IL§ the approach, where each label constitutepa se
rate single-label taskL algorithm works similarly tBinary Relevancenethod,
however, it requires to lear||multiclass classifiers, instead bf binary classifi-
ers. Such approach makes the method competititméand computational com-
plexity in the cases of the small number of lalpas instance. The main assump-
tion concerns known number of labels for instantégortunately, the algorithm
ignores existing label correlations during classifion process, what may result in
losing some vital information and may provide p@oediction quality in some
cases.

Labels Chain (LEis the improvement ofL method, that uses mapping of re-
lationship between labels. New proposed algorittso eequires to leariK| mul-
ticlass classifiers, but this one, in contrastltpconsecutively uses result labels as
new attributes in the following classification pess. It creates the classifications
chain (the idea has been used so far only for pidlassifications [11]), taking into
account that classifications are not totally indefent from themselves, what ena-
bles providing better predictive accuracy. Thistdiea is especially important in
multi-label problems with small number of labé{s because in these cases the
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value of a new, added attribute is more signifidantclassification process. The
Labels Chainmethod can be also applied taking into accourfemint order of
classifications, withK|! available order combinations. As Ih, the number of
labels for instances is assumed to be known.

In further considerationdndependent Labels used as indirect method, im-
proved bylLabels Chainapproach. Comparison of results from both algorgh
during experiments shows the advantage of usiragioaekhip between labels. The
obtained results are also compared with those yttdmost populaBinary Rele-
vanceandLabel Power-sealgorithms, taking into account two evaluation mest

3.2. Evaluation metrics

Hamming Lossvas proposed in [2] for evaluating the performaatenulti-
label classificationit calculates the fraction of incorrectly clasgifigingle labels to
the total number of labels. Since it is a loss fiomg its smaller value is connected
with the better performance of the algorithm. ldéfined as:

N
HammingLoss:izM Q)
NG
where:x are instances,= 1...N, N is their total number in the test s¥t,denotes
the set of true labels afdx) is a set of labels predicted during classifiaatwo-
cess, and operatiowr(Y; F(x)) gives difference between these two sets.

Classification Accuracyalso known asxact match is much more strict
evaluation metric for multi-label classificationorarily to theHamming Loss
measure, it ignores partially correct sets of lakd®} marking them as incorrect
predictions, and requires all labels to be an ersatich of the true set of labels.
Classification Accuracyor multi-label classification is defined as [12]:

Classification Accurac;c%i i EX (2)
wherel(true) = 1 andi(falsg = 0.

3.3. Text document datasets from Yelp

In order to evaluate the proposed method, seveshltext datasets of restau-
rant reviews from Yelp website [13] — the onlinesimess directory were consid-
ered. Yelp users give ratings and write reviewsuabmcal businesses and services
on Yelp. These reviews are usually short texts atut hundred words, which
are to help other users to make choice of restéranopping mall, home service
and others. In many cases, the reviews descrileugaaspects and experiences
connected with the considered business.

Restaurant reviews from Yelp can be classified fite predefined catego-
ries: Food, Service Ambience Deals/Discountsaand Worthiness Interpretation of
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Foodand Srvice categories seems to be obvioAmbiencerefers to the look and
feel of the placeDealsand Discountscorrespond to offers during happy hours, or
specials run by the restaurant. Finallyorthinesscan be interpreted as value for
money and is different from the priedtribute already provided by Yelp. All the
categories were introduced and analyzed in [14]edch review can be associated
with multiple categories at the same time, its gatization can be considered as
multi-label classification problem. Such approaeeras to be very effective in
making a decision, because it helps in understgndiny the reviewer rated the
restaurantlow or high. Moreover, it avoids wasting time reading revietvat do
not relate to the category, which user is integkgie Although, the described func-
tionality is useful for any kind of business, th@ge of our investigations will be
limited only to restaurants.

The basic data corpus comes from [14] and confastances described by
668 attributes — 375 unigrams, 208 bigrams andtdigtams [15]. Such approach
based on keywords allows to present text of a veeig a vector of features.

There were taken into account datasets with diftenember of instances and
different number of assigned labels for instanddgre were considered 6 main
datasets randomly selected from all the data:

e 3 datasets of 1676 instances, with two labels asdignamedwoLabels_1
TwolLabels_2andTwoLabels_}

e 3 datasets of 1200 instances, with three labelgyreess (named similarly
ThreeLabels_JAThreeLabels_2andThreeLabels B

The datasets were used to create the ones of gileesmumber of instances. From
each of the dataset half of the instances wereoralydselected. This process was
consecutively repeated several times for newly teck@atasets. Thus, from the
datasets of 1676 instances we obtained new or&38p#419, 210, 105 and 53 rec-
ords, and the ones of 1200 instances were resphcteduced to 600, 300, 150, 75
and 38 objects. That way, there were obtained 3&sdes of different number of
instances, part of them with the number of attesutvhich significantly exceeds
relatively small number of instances.

4. Experiment results and discussion

The aim of the experiments was to examine the pegoce of the proposed
technique comparing to the commonly used problemsformation methods. The
experiments were carried out on all the datasetsrited in the Section 3.3. Val-
ues ofClassification Accuracyand Hamming Lossneasures were compared for
considered method8inary RelevancéBR),Label Power-sefLP), and investigat-
edIndependent LabeldL) andLabels ChainLC). In the case of theC technique,
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different possible label orders were examined. Tihal results were indicated
according to the best accuracy values. The expatsneere conducted for the
well-known one-label classifier&nearest neighbors, naive Bayes, support vector
machine SVM and C4.5 decision tree [16], which wesajunct with the consid-
ered problem transformation methods.

The software implemented for experiments was bazedWEKA Open
Source [17] with default parameters of WEKA softajaand was running under
Java JDK 1.8, on 64-bit machine with a dual corecessor. In a classification
process, each of a single dataset was dividedtwadgarts — training set (60% of
instances) and test set (40% of instances).

Values ofHamming Lossneasure for all the tested datasets with assigned
labels TwoLabels_1 TwolLabels_2and TwolLabels_3are presented in Tab. 1.
Tab. 2, Fig. 1 and Fig. 2 show Classification Aexyr values for all the datasets.
In all the tables the best results in rows are gad, taking into account all the
considered method®inary RelevancéBR), Label Power-se{LP), Independent
Labels(IL) andLabels ChainLC), for different classifiers and dataset sizes.-Con
sidered classifiers are marked in the tables with following abbreviations:
k-nearest neighboieNN, naive BayedNB, support vector machin@vVMandC4.5
decision tree.

Table 1. Datasets with 2 labels assigned — results of Hammoss

Instances, Twolabels_1 Twolabels_2 Twolabels_3

classifiers —gr——p L (c [ BR [P __IL _LC |BR P _IL LC

kNN 0.230 0.233 0.232 0.25 0.28 0.276 0.289 0.305 0.251 0.256 0.2' 0.244
©o| NB 0.228 0.229 0.233 0.252 0.23 0.232 0.240 0.237 0.22° 0.208 0.223 0.222
§ SVM 0.281 0.281 0.281 0.276 0.281 0.281 0.27¢ 0.273 0.279 0.279 0.27¢ 0.278
C4.5 0.245 0.265 0.257 0.27] 0.219 0.259 0.272 0.27¢ 0.239 0.269 0.270 0.271
kNN 0.312 0.314 0.314 0.281 0.282 0.284 0.28: 0.258 0.302 0.300 0.309 0.302

e NB 0.261 0.267 0.281 0.27 0.23 0.227 0.241 0.243 0.235 0.235 0.242 0.248
©f SVM | 0.273 0.273 0.273 0.259 | 0.281 0.281 0.281 0.281 | 0.302 0.302 0.30: 0.281
C45 | 0269 0.287 0.297 0.30] 0.244 0.294 0.272 0.28] 0.257 0.294 0.286 0.324
kNN 0.258 0.271 0.270 0.242 | 0.258 0.260 0.257 0.248 | 0.357 0.355 0.36( 0.319
= NB 0.242 0.243 0.245 0.236 | 0.274 0.274 0.287 0.263 | 0.275 0.288 0.296 0.284
< SVM | 0.264 0.264 0.264 0.245 | 0.298 0.298 0.29¢ 0.287 | 0.264 0.264 0.264 0.293
C45 | 0260 0.314 0.307 0.28] 0.287 0.321 0.308 0.31 0.289 0.307 0.2 0.254
kNN 0.233 0.233 0.233 0.188 | 0.269 0.267 0.27¢ 0.253 | 0.352 0.352 0.35: 0.306
= NB 0.236 0.248 0.243 0.206 | 0.264 0.267 0.286 0.294 0.307 0.281 0.2 0.265
N| SVM | 0.238 0.238 0.238 0.188 | 0.279 0.262 0.26: 0.235 | 0.233 0.233 0.371 0.282

C45 | 0281 0.348 0.331 0.259 | 0.319 0.367 0.283 0.312| 0.319 0.291 0.32 0.282
kNN 0.324 0324 0.324 0.282 | 0.271 0.267 0.267 0.235 | 0.400 0.391 0.39. 0.306
w| NB 0.224 0.210 0.229 0.188 | 0.348 0.305 0.38. 0.188 | 0.252 0.295 0.26° 0.188

= SVM | 0229 0.229 0.229 0.212 | 0.257 0.257 0.257 0.235| 0.276 0.276 0.27¢ 0.235
C45 | 0314 0.314 0.305 0.259 | 0.362 0.362 0.34! 0.188 | 0.343 0.343 0.29¢ 0.282
kNN 0.286 0.286 0.286 0.150 | 0.267 0.267 0.267 0.200 | 0.210 0.210 0.21C 0.150

| NB 0.324 0.362 0.343 0.250 | 0.276 0.286 0.30%¢ 0.200 | 0.229 0.229 0.24¢ 0.150

[Te]

SVM | 0.343 0.343 0.343 0.300 | 0.267 0.267 0.267 0.200 | 0.210 0.210 0.21C 0.150
C45 | 0343 0.324 0.267 0.100 | 0.352 0.362 0.35: 0.200 | 0.171 0.191 0.19: 0.100
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It is easy to notice that for datasets of bigganber of instances (from 1676
to 419) the best results for different classifieexe obtained for various methods.
And the optimal technique cannot be indicated. Hmwrefor the smaller datasets
of 210, 105 and 53 instancésbels Chain (LCperforms the best. In the 16 out of
36 caseslamming Lossalues were even less or equal to 0.200.

During experiments more strict meas@iassification Accuracyvas consid-
ered. In that case, the trend of shadowed besltsasisimilar to the one dflam-
ming Loss The obtained results for bigger datasets havwepeatability for differ-
ent methods, while for smaller ones best value€lagsification Accuracyvere
provided forLabels Chairalgorithm.

Table 2. Datasets with 2 labels assigned — results of Gieatson Accuracy [%)]

Instances, Twolabels_1 Twolabels_2 Twolabels_3

classifiers g5 L (c | BR (P __IL _LC |BR [P __IL_ILC
KNN 46.42 46.87 47.01 36.19 32.69 36.27 34.48 29.85 41.3¢ 42.09 41.94 39.93
©| NB 35.22 46.12 45.52 39.18 33.8¢ 46.72 4403 42.14 36.1: 51.04 44.48 46.64
§ SVM 36.57 36.57 36.57 36.94 36.87 36.87 36.87 37.69 37.01 37.01 37.1¢ 38.06
C4.5 28.36 4194 40.75 32.46 32.6¢ 40.00 35.67 34.33 28.8. 38.81 37.91 36.19
kNN 26.73 27.03 27.33 31.58 33.43 34.63 34.6¢ 38.81 33.13 35.82 34.03 30.60

% NB 3153 39.64 3544 3158 32.5¢ 48.06 41.49 39.55 31.0¢ 46.27 41.79 39.55
©f SVM | 38.44 38.44 38.44 40.60 | 36.42 36.42 36.4: 36.57 | 33.73 33.73 33.70 41.04
C45 | 26.43 37.24 3183 25,56 27.46 32.8 3582 34.33| 23.88 35.22 33.13 27.61
kNN 39.88 3750 37.50 41.79 | 38.69 39.29 39.88 38.81| 20.24 23.21 20.8 23.88
v NB 33.93 4524 4226 43.28 | 27.38 3750 33.3{ 38.81 | 2500 3512 31.5! 38.81
< SVM | 39.29  39.29 39.29 40.30 | 35.71 35.71 35.7. 37.31 | 40.48 40.48 40.48 34.33
C45 | 2202 30.95 3155 3433 | 16.67 30.95 29.17 31.34| 20.83 2857 34.5: 40.30
kNN 46.43 46.43 46.43 52.94 | 41.67 44.05 42.8¢ 44.12 | 17.86 17.86 17.8t 32.35
=t NB 36.90 44.05 44.05 50.00 | 30.95 3571 36.90 29.41| 16.67 3452 32.1 41.18
Nl SVM | 45.24 4524 4524 5294 | 27.38 41.67 41.67 47.06 | 47.62 47.62 1548 38.24

C4.5 | 16.67 26.19 26.19 38.24 | 19.05 20.24 2857 29.41| 16.67 33.33 26.1¢ 41.18
kNN 21.43 2143 21.43 29.41| 38.10 38.10 38.1C 41.18 | 19.05 2143 21.4{ 23.53
w| NB 45.24 57.14 4524 5294 16.67 30.95 19.C 52.94 | 35.71 33.33 38.1( 47.06

= SVM | 50.00 50.00 50.00 52.94 | 40.48 40.48 40.4¢ 41.18 | 38.10 38.10 38.1( 47.06
C45 | 21.43 3095 2857 41.18 | 1429 2143 19.0f 5294 | 16.67 21.43 33.37 41.18
KNN | 42.86 42.86 42.86 6250 | 42.86 4286 42.8¢ 50.00 | 47.62 47.62 47.6: 62.50

m| NB 28,57 23.81 2857 3750 | 33.33 38.10 33.3! 6250 | 38.10 42.86 38.1( 62.50

[Te]

SVM | 28,57 2857 2857 37.50 | 42.86 42.86 42.8¢ 50.00 | 47.62 47.62 47.6: 62.50
C45 | 2381 38.10 52.38 75.00 0.00 23.81 14.2¢ 50.00 | 52.38 52.38 52.3¢ 75.00

Similarly to 2 label datasets, the experiments veareied out on datasets with
3 labels ThreeLabels_1ThreeLabels_2ndThreelLabels B Results oHamming
Lossmeasure are presented in Tab. 3. Overview ofable tshows tendency simi-
lar to the first part of the experiments. Only wiamaller datasets the observed
trend stabilizes and the best results are almesyal obtained fot.abels Chain
method. There are only 3 exceptions ToreeLabels_Hataset — SVM and C4.5
for 150 instances and SVM for 38 ones.
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Figure 1. DatasefTfwolLabels_3- comparison of Classification Accuracy results
for kNN and NB classifiers
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Figure 2. DatasefTwolLabels_3- comparison of Classification Accuracy results
for SVM and C4.5 classifiers

As it can be easy noticed in Tab. 4, Fig. 3 and &j§lassification Accuracy
results confirm the effectiveness of the consideredhod for the dataset of the
smallest sizesLabels Chainalgorithm gave the best results fohrealLabels_2
with 300, 150, 75 and 38 objects, and TtwrealLabels_Jand ThreeLabels_3vith
150, 75 and 38 objects. The exceptions occurreg fonThrealLabels _ith NB
for 150 objects and SVM for 38 ones.

Summing up, during the experiments, there is oleskthe similar trend in
obtained results foHamming Lossmeasure as well aSlassification Accuracy
The Labels Chainmethod achieved the best results for all the ifiess for da-
tasets of small number of instances. It is alsotlwts mention thatC method
gave much better results than its basic verkidependent Labeld hus, one can
conclude that mapping dependencies between labelddsameliorate multi-label
classification performance.
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Table 3. Datasets with 3 labels assigned — results of Hammoss

Instances, ThreeLabels_1 ThreeLabels_2 ThreeLabels_3
classifiers —sp—1p 1L Lc | BR __LP__IL_LC |BR P __IL_LC
kNN 0.266 0.267 0.290 0.197 | 0.328 0.325 0.31< 0.257 | 0.218 0.218 0.282 0.530
s NB 0.198 0.172 0.273 0.177 0.19¢ 0.178 0.284 0.203 0.217 0.203 0.303 0.239
§| SVM | 0208 0208 0285 021§ 0.208 0.208 0.2¢ 0197 | 0219 0219 030 0.177
C45 | 0203 0.226 0.284 0.192 | 0.214 0.238 0.286 0.26 0.22 0.210 0.308 0.213
kNN | 0.278 0.270 0.307 0.211 | 0.290 0.293 0.30: 0.247 | 0.238 0.242 0.28. 0.232
S NB 0.190 0.170 0.287 0.153 | 0.208 0.207 0.281 0.258 0.20¢ 0.197 0.287 0.200
©| SYM | 0.190 0.190 0.282 0.158 | 0.227 0.227 0.287 0.242 | 0.212 0.212 0.29( 0.189
C4.5 | 0211 0.215 0.302 0.201 | 0.248 0.228 0.31% 0.179 | 0.209 0.213 0.306 0.226
kNN 0.315 0.313 0.323 0.274 | 0.233 0.237 0.317 0.168 | 0.237 0.233 0.297 0.189
g| NB 0.228 0.220 0.313 0.200 | 0.207 0.210 0.30( 0.189 | 0.207 0.203 0.293 0.211
™ SVM | 0230 0.230 0.307 0.314 0.233 0.233 0.3( 0.147 | 0.197 0.197 0.290 0.211
C45 | 0262 0.263 0.327 0.200 | 0.232 0.260 0.323 0.232 | 0.245 0.307 0.337 0.211
kNN | 0.270 0.280 0.267 0.200 | 0.230 0.227 0.297 0.160 | 0.367 0.360 0.31% 0.200
3 NB 0.233 0.220 0.280 0.200 | 0.187 0.193 0.31! 0.160 | 0.177 0.187 0.29! 0.160
—| SVM | 0.227 0.227 0.287 0.240 0.220 0.220 0.3 0.120 | 0.160 0.160 0.300 0.160
C45 | 0.257 0.293 0.283 0.28 0.210 0.253 0.3 0.200 | 0.250 0.260 0.327 0.120
kNN | 0.440 0.440 0.493 0.240 | 0.207 0.213 0.28( 0.080 | 0.427 0.427 0.40( 0.280
| NB 0.260 0.267 0.307 0.160 | 0.193 0.187 0.28( 0.160 | 0.180 0.173 0.25! 0.080
™~ svM | 0.267 0.267 0.307 0.240 | 0.227 0.200 0.267 0.160 | 0.173 0.173 0.25. 0.160
C4.5 | 0287 0.280 0.307 0.240 | 0.360 0.240 0.317 0.080 | 0.340 0.267 0.327 0.080
kNN 0.333 0.347 0.280 0.200 | 0.293 0.293 0.36( 0.100 | 0.320 0.320 0.387 0.100
«| NB 0.200 0.213 0.307 0.000 | 0.320 0.267 0.36( 0.200 | 0.187 0.187 0.33! 0.000
™ syM | 0.187 0.187 0.307 0.200 0.320 0.320 0.3¢ 0.200 | 0.187 0.187 0.33 0.000
C4.5 | 0280 0.400 0.360 0.000 | 0.360 0.293 0.37% 0.200 | 0.227 0.267 0.36( 0.000
70 Classification 100 Classification B
i kNN classifier feeupey il NB classifier o
55 85
40 It N Tt "
\\ / 55 R T Pl T T S|
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Figure 3. DatasefThreeLabels_3- comparison of Classification Accuracy results
for kNN and NB classifiers
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Table 4. Datasets with 3 labels assigned — results of Gieatson Accuracy [%]

Instances, ThreeLabels_1 ThreeLabels_2 ThreeLabels_3
classifiers g5 L (c [ BR (P __IL _IC |BR P __IL__LC
KNN | 41.67 41.88 4167 5065 | 27.71 3125 295¢ 37.66| 4833 4875 48.70 49.35
| NB | 4104 (5771 4729 5714 427/ 5688 4833 4803 39115208 4083 4286
ﬁ SVM 51.67 51.67 55.21 49.35 50.83 50.83 33.5 53.25 47.92 47.92 48.9¢ 57.14
CA5 | 35.42 4688 47.29 5584 | 33.33 4500 43.33 36.36| 33.13 5208 4542 5195
KNN 37.92 40.42 39.17 50.00 32.92 32.92 32.9. 39.47 41.25 42.08 42.0¢ 42.11
o[ NB | 4500 5958 4875 6053| 4042 5208 4625 4211 4085333 47.08 5263
©| SVM 55.42 55.42 55.42 60.53 | 46.25 46.25 46.25 44.74 51.25 51.25 51.2 52.63
C4.5 31.67 49.17 40.83 47.37| 27.50 46.67 37.¢ 52.63 40.42 50.42 38.33 47.37
KNN | 27.50 2833 27.50 3158 | 40.83 4333 416 63.16| 4333 4667 441 5263
8 NB 37.50 49.17 41.67 52.63 37.50 50.83 43.37 57.89 40.00 52.50 45.83 47.37
®| SVM | 4833 4833 4833 21.05| 4417 4417 441 63.16 | 5333 53.33 5333  52.63
C4.5 26.67 40.00 37.50 57.89 28.33 39.17 39.17 42.11 20.83 32.50 30.0C 47.37
KNN 33.33 35.00 36.67 60.00 45.00 46.67 46.67 50.00 15.00 16.67 15.0C 50.00
| NB | 3667 5333 4667 5004 4500 5167 43: 60.00| 5333 5333 56.67 70.00
—| SVM 50.00 50.00 50.00 50.00 46.67 46.67 46.6° 70.00 | 60.00 60.00 60.00 60.00
C45 | 30.00 33.33 3833 40.00| 38.33 3833 4337 50.00| 2667 41.67 26.67 60.00
KNN 23.33 23.33 23.33 40.00 46.67 46.67 46.67 80.00 13.33 13.33 13.37 40.00
ol NB | 3000 4333 3667 8000| 36.67 53.33 40.0( 60.00| 50.00 60.00 56.67 80.00
N SVM | 4333 4333 4333 60.00| 000 50.00 26.67 60.00 | 60.00 60.00 60.00 60.00
C4.5 30.00 40.00 36.67 60.00 16.67 46.67 36.6° 60.00 10.00 43.33 30.0C 80.00
KNN | 1333 1333 1333 5000 | 33.33 3333 33.3. 5000 | 4000 4000 40.0( 50.00
© NB 40.00 46.67 40.00 100.00 33.33 40.00 33.3: 50.00 53.33 53.33 53.3¢ 100.00
™ SyM | 60.00 60.00 60.00 50.00| 33.33 3333 333 50.00| 53.33 5333 53.3. 100.00
C4.5 13.33 20.00 20.00 100.00 6.67 40.00 20.0C 50.00 33.33 46.67 46.67 100.00
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Figure 4. DatasefThreeLabels_3- comparison of Classification Accuracy results
for SVM and C4.5 classifiers
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5. Conclusion

In the paper, new effective problem transformatinathod of multi-label
classification for text document datasets is preskrirhe experiments carried out
on datasets of different number of attributes affiérént sizes showed the good
performance of the proposddibels Chainmethod, comparing to the problem
transformation methods likBinary Relevanceand Label Power-setEspecially,
the best results were obtained for datasets ofilnigber of attributes and relatively
small number of instances.

Future investigations will consist in conductingther experiments taking
into account text datasets of different sizes affdrdnt number of attributes. It is
also worth considering to examine the performantehe method taking into
account bigger number of relevant labels, as welusing different evaluation
criteria.
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