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Track-Before-Detect (TBD) algorithms are applied for the tracking of signals below 
the noise floor. The noise object is the signal that has noise samples only. The processing of 
such signal using Spatio-Temporal TBD is not possible directly. The preprocessing 
technique based on the window approach and dot-product calculations emphasis the 
differences between global and local empirical distributions. The Monte Carlo tests are 
applied for the analysis of performance for two smoothing coefficients, different width of 
the window of analysis and different size of the object.
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1. Introduction

There are numerous tracking algorithms [1-3]. Typical tracking algorithms are 
used for the tracking of well-separated objects. The difference between 
background noise and the object signal should be high. It is necessary for simplest 
tracking algorithms (SNR >> 1). The detection of such objects is simple using 
threshold based algorithms.

Conventional tracking systems are based on the detection and tracking 
approach. Alternative approach based on the track-before-detect (TBD), could be 
applied for the processing of such signals [4, 13]. The main difference is the order 
of the operations (Fig. 1).

input
signal

Fig. 1. TBD system schematic

The tracking is applied for all possible trajectories, even if no one object is in 
the range. Every trajectory is processed so signal values are filtered. Large values 
correspond to the object or objects signal. Low values correspond to the trajectories 
that are not related to any object. Low values are around zero level, assuming zero 
mean value Gaussian noise. Positive values of the signal are accumulated and the 
detection is possible using threshold.
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The signal could be noise itself, what is very interesting case. The difference between 
this signal noise and the background noise is related to the statistical parameters only. In 
such case the zero mean value could be measured for the background and the object also. 
Accumulation techniques, applied directly, cannot give proper results.

2. Noise objects

Preprocessing of the measurement allows the processing of the noise object 
signal in the proper way. The preprocessing of the signal to the positive signal 
values is necessary.

The first method [12] applied for such object is the technique based on the 
sliding window approach, where 2L+1 is the length of the window and 
computation of standard deviation:

X  (k, s) = std  (M  (k , s -  L ) ..M  (k, s + L)) (1)

In [6] is proposed another approach based on the chi-square statistic. Two 
empirical distributions are compared using the following formula:

W I   ̂ I n  ^  N  (O (k , s ) i  - G (k ) i )2X (k , s) = x \ k , s) = I V v ’ ^  v , l ’ (2)
i = 1  G (k)i

The reference distribution is obtained from all available samples G(k). The 
observed distribution is a local one. The sliding window is applied for the 
processing of the current observations O(k,s). Both distributions are discrete and 
defined by the set of subareas. The number of subareas and boundaries of subareas 
are applied a priori (N) to both distributions identically.

In [5] is proposed approach based on dot-product comparison [7] of two 
empirical distributions. The discrete distribution from measurement is computed. 
The numbers of regions and regions boundaries are fixed and equal to the N.

There are two vectors: the global G and the local O, related to the position of 
the sliding window. Values of the vectors are the number of cases within particular 
region. Two discrete distributions are stored as vectors and compared using the 
angle between vectors.

The global vector is computed using the counting of measurement values for 
the specified region Rl:

G = lenL ) j !  : Ri < M  (m) < R+i j  
l m=! [0 : otherwise J 

where i denotes particular region. The local vector is dependent on the position s :

s+L j 1 : Ri <M (m )< Ri ,1 1
O ( s ) = L j 0 : R  o th e J is e  J (4)
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where 2L+1 is the window length, but in this formula boundaries effects are 
omitted for simplification. The input measurement X  is computed using the 
following formulas:

X  (s) = ,G| ' (5a)
G ||0 ( s ) |  '  '

G V

|0 (s)|

Z  G  (5b)
i=1

= Î
Z  °(s)2  (5c)

The values of X are from <-1, 1> range. Assuming recognition of negative and 
positive signal as the same case, the range <0, 1> is obtained for modified formula (5a):

A-(s) = G ° 4  («)
G  • l°(s)|

Obtained result of the preprocessing is delivered to Track-Before-Detect 
algorithm, like ST TBD presented briefly in next section.

3. Spatio-temporal Track-Before-Detect algorithm

The Spatio-Temporal TBD algorithm is a kind of the multidimensional IIR 
filter [8-11]. The information update formula (7c) is responsible for new data 
input. The motion update formula (7b) is the predictor and the predictions are 
mixed with new data using information update. The output is the results of one of 
the formulas, depending on choice. The smoothing coefficient it responsible for 
the balance between influence of the new data and predicted state.

Start

P (k  = 0, s) = 0 // initialization (7a)

For k  > 1

P  - (k , s) = J  qk (s | s k-1 )P (k  — 1, s k-1 )dsk-1 // motion update (7b)
S

P (k , s) = aP  — (k , s) + (1 — a )  X  (k , s) // information update (7c)

EndFor

Stop
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where: k  -  iteration number, s -  particular space, qk -  Markov matrix,

X  -  preprocessed data, P - -  predicted TBD output, P -  TBD output, a  -  
weight (smoothing coefficient), range: 0-1.

The discrete distribution from measurement M is computed. The numbers of 
regions and regions boundaries are fixed and equal to the N.

4. Performance evaluation of Dot-product preprocessing

The following test uses Monte Carlo approach for evaluation of the detection 
and tracking properties of algorithm. The background noise is Gaussian with 
variable value of standard deviation. The noise object has fixed standard deviation 
(1.0). An additive case is considered. The length of the moving window size is 
another parameter. The tests evaluated windows length (size) that could be smaller, 
adequate or larger in comparison to the length (size) of the object. It is necessary, 
because the length of the object is usually unknown parameter. In specific cases the 
length could be known a priori and applied for the better estimation. The set of 
window sizes is: 3, 5, 7, 9, 11, 13.

Two smoothing coefficients are tested: 0.95 and 0.98. The higher value of the 
smoothing coefficient allows better filtering of noise but the response time is longer. 
Switching between trajectories is highly delayed for higher smoothing coefficient.

The additive case for two Gaussian signals is interesting because the shape of 
the distribution is identical for the background and the object. The detected 
difference is related to the boundary area of the object. The position of the moving 
window contains two distributions. The first distribution is the background noise 
distribution and the second distribution is the additive distribution (background + 
object). The Gaussian mixture is obtained for such position. Two cases are possible 
for two boundaries of the object (Fig. 2).

object position

Gaussian noise 
^  (object) ^

---------------------------------------- ►
s

Gaussian noise 
(background)

mixture mixture

Fig. 2. Gaussian mixtures emphasized by the dot-product preprocessing
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Regions are adaptively selected using the computation of the standard deviation 
of measurements. The following boundaries are specified:

{- {  ,-2 , -1 ,0 ,+ 1,+2,+ Inf } d  (M  ) (8)

Monte Carlo test is applied for the performance analysis (Fig. 3-8). Assumed 
object has width 3, 5 or 7 samples. There are 1200 samples of signal in every 
iteration. There are 11 of motion vectors (0-10) and the motion of the object is 
randomly selected. The mean distance error is computed between true and 
computed positions after 80 iterations, for 1000 cases (every case has randomly 
selected standard deviation of the background noise). Single curve for specified 
smoothing coefficient and window size is obtained. The increased number of test 
cases influences the smoothness of the curve and 1000 or more cases are desired.
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Fig. 3. Results for object size = 3 (smoothing coefficient 0.95)

Fig. 4. Results for object size = 3 (smoothing coefficient 0.98)

451



P. Mazurek /  Performance o f  Dot-product preprocessing fo r  Track-Before-Detect

background

Fig. 5. Results for object size = 5 (smoothing coefficient 0.95)
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Fig. 6. Results for object size = 5 (smoothing coefficient 0.98)
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Results for object size = 7 (smoothing coefficient 0.95)
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Fig. 8. Results for object size = 7 (smoothing coefficient 0.98)

5. Conclusions

Higher value of the smoothing coefficient gives better performance of detection, 
what is expected.

The detection of the Gaussian signal of object is possible by two ways. The first 
way is related to the difference between empirical distributions. The second way is 
related to the difference in object boundary regions due to Gaussian mixtures.

The best detection results are obtained for smaller window of analysis. The 
empirical distribution is very poor but the tracking abilities of TBD reduce the 
weakness of estimation. Large window size may overlap object or mixture area in 
many ways so position is not well estimated. The influence of the window size is 
smaller for large objects.

Small objects are more difficult to detect what is expected behavior. The 
proposed preprocessing is especially recommended for larger objects.

The influence of the selection of the distribution boundaries will be considered 
in further work.
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