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The work contains selected results of the modelling of neural Electric Power Ex-
change (EPE) in Poland. For modelling EPE system, artificial neural network 
(ANN) was constructed. ANN was learned and tested using of the next day market 
data. Generated neural model was used for simulation tests and susceptibility tests. 
Suitable model was implemented in Simulink. As a result of simulation tests and 
susceptibility testing a lot of interesting research results were obtained. 
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1. Introduction 

The main advantages of the design of ANN and learning the ANN model in 
the available computing environments is among others adaptability, self-
organization, the possibility of parallel processing of information, low cost of 
building the system model, fault tolerance, and the like. Each ANN contains unique 
learned characteristics that predispose it to closely oriented categories of usage, 
such as to analyze the data with the ability to detect groups carrying discover ap-
proximation, prediction, optimization, pattern recognition, machine-based learning, 
cluster analysis etc. [1, 6-7, 10, 15] . 
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The basic dilemma for designers who use the SSN is a compromise between 
the size of the data set intended for learning and testing the network and the com-
plexity of its architecture. On the one hand, ANN trained for too many pairs of 
trainees may be overtraining, which would deprive it of important properties, 
which is the generalization of knowledge. On the other hand, strongly developed 
architecture caused that the model created with great imaging of data set used in 
the estimation of parameters, does not work on a set of previously unused data, 
despite belonging to the same statistical population. 

ANN unique properties allow you to get much better results in solving prob-
lems related to learning model of the system. ANN also exhibit to be a simple tool 
to help solve the problem of searching for regularities of development, especially 
in the field of data mining area. The greatest advantage is the speed of ANN due to 
the parallel process information and original way of functioning the very similar to 
the learning process occurring in living organisms. 

2. Formulation of the problem 

Modeled building is the Electric Power Exchange (EPE) for business process-
es on the Day-Ahead Market (DAM). As input data adopted 24 figures for the vol-
ume of electricity distributed and sold on EPE [kWh] in different hours of the day, 
and as the size of the output respectively obtained in different hours of the day, 
average prices for electricity [zł / kWh]. The figures refer to six months, i.e. 181 
days (January 1, 2015 to June 30, 2015). 

For many years the exchange of electricity in Poland is of interest not only for 
researchers in technical sciences, but also for those in the social and economic sci-
ences. So far, however, it was not yet generally acceptable definition of electricity 
exchanges as a system. Market concept simple and understandable in practical 
consideration represents a major theoretical difficulties and interpretation, especial-
ly resulting from the need to strictly define a model for determining the average 
price of electricity only on the basis of delivered energy volume, assuming that the 
model implicitly included are thus different types external conditions (temperature, 
demand for power and electricity installed capacity, imports, exports, etc.), which 
led to specific practical relationship [2, 4, 5, 11, 13]. So in this way one strive to 
achieve model of the system as an equivalent circuit EPE in analogy to the dia-
grams replacement constructed using the theory of control systems. The defining of 
the electricity market, as DAM processes at EPE of the system is possible on the 
basis of control and systems theory, which can be found, among others, in the re-
search work of W. Mielczarski [5], J. Malki [3], J. Tchórzewski [11-13] and many 
others. 

There are also proposals for the creation of neural models, as SSN scientists 
using more input variables. Among other things at work One-Hour-Ahead Load 
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Forecasting Using Neural Network [8] proposed the model ANN using tempera-
ture as a factor determining energy consumption, which allow to include into the 
model short-term changes of demanding for the electricity energy. Another pro-
posal was presented at work Identification of nonparametric Dynamic Power Sys-
tem Equivalents with Artificial Neural Networks [9], in which an attempt was made 
to find sensitive parameters, followed by reduction of neural model in order to 
adapt to market requirements. On the other hand, in the article entitled. Next-Day 
Electricity Price Forecasting Based on Support Vector Machines and Data Mining 
Technology [4] there was given a proposal for seeking the improvement of market 
ANN model by modifying the model using back-propagation method to harden 
him for atypical and boundary data. 

Without compromising the objectives achieved by the construction of the 
above. Neuronal models we should note that they are constructed based on a mac-
roeconomic approach, which means that there is no taken into consideration sys-
temic nature of the electricity market and the resulting model can not be used to 
predict electricity prices. Meanwhile EPE, as the system has a number of mecha-
nisms whose understanding requires a simulation tests and susceptibility testing in 
order to determine the nature of the system EPE. For obvious reasons, carry out 
any experiments on real system is too risky and harmful. For these reasons, it is 
worthy to build models of EPE as a substitute schemes and thus have a sufficient 
and necessary workshop to conduct all types of experimental research. 

2.1. ANN to implement the system model EPE 

To implement the EPE model of multi-layered ANN was chosen, it was 
trained by back propagation of error algorithm in MATLAB and Simulink envi-
ronment by using Neural Network Toolbox (NNT). The structure and writing con-
ventions is as in Fig. 1. 

 

 
Figure 1. The neuron model in the convention used in MATLAB and Simulink. 

Symbols: pR – R- entrance to the ANN, R - number of input signals, , wij - the weight vector 
component j is connected to neuron i, b - bias, n - total signal value of the neuron (ie. net), 

f() - function of neuron activation, a - value of the output neuron signal  
(usually denoted as y). Source: [16] 
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There are many different types of artificial neural networks depending on the 
adopted architecture, methods of learning or activation function [4, 6-10, 15-16].  
In the example the functioning of the EPE for DAM such a network-oriented learn-
ing system model can be a one-way single-layer ANN, trained by back-propagation 
of logsig activation function () (Fig. 2). 
 

 
 

Figure 2. Architecture of single-layer artificial neural network, learning by backward prop-
agation, the activation function logsig (on the left side of architecture ANN trained neural 

model, EPE, right - flowchart ANN). Indications as to Figure 1. Source: [16] 
 

Multi-layered one-way artificial neural networks have one or more hidden 
layers. If the ANN has a non-linear neural activation function then it can be learned 
non-linear relation between the input vector and the output. Sometimes these types 
of issues it is convenient to apply the last layer of ANN linear function activation 
to achieve the model fit to the actual system. 

ANN used to implement the EPE system model is based on the activation 
functions tansing (in the hidden layer) and purelin (the output layer) as shown in 
Fig. 3. 
 

 
 

Figure 3.  Refer to Fig. 1. Source: MATLAB and Simulink [16] 
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2.2. ANN for implementation of system models 

The process of preparing and training the ANN model of the system involves 
the need to pre-prepare the training data, which is carried out increasingly different 
pre-treatments, such as normalization of data. This process preceding the design of 
ANN called cluster analysis requires knowledge of the issues enough to be able to 
determine the scope of modeling. The aim is to achieve high-quality neural model, 
which depends not only on the quality of the input and output, but also on properly 
conducted analysis of data to be stored in a file learners and the training file. 

The selection of inputs, and the architectural elements of the model is the sub-
ject of many studies that include various proposals and example. In [1] proposed 
adding to the size of the model inputs of neural temperature for the day, because it 
is one of the factors determining the energy consumption that is directly Translat-
ing short-term changes in demand for power and electricity. 

Another proposal was presented in the article [8], which proposed to improve 
the way search parameters in order to reduce the ANN model in the case when, for 
distributed electricity market, there is a lack of reliable data. Improving neural 
model parameters is possible using different methods and instance. In [9] empha-
sized the possibility of improving the system model by modifying the method of 
back propagation and replacing it by a more resistant to the critical values. It is 
important, therefore, that the scope of data used for training the ANN model of the 
system EPE covered all the essential characteristics of the model. 

So before start working with the data they should be adequately prepare for 
example by using the cluster analysis. At present time, the most common data 
preparation before learning is normalizing, which is to align the data within the 
scope processed by ANN. There are many methods of standardization of data used 
for training the ANN model of the system. The cluster analysis are sufficiently 
describes, inter alia in the monograph by M. Kłopotek and S. Wierzchonia entitled 
Custer Analysis [14]. 

2.3. ANN design for learning the EPE model 

After appropriate preparation of the test and learner data file we should pro-
ceed to its design. In MATLAB and Simulink library using the NNT first step is 
declaration type of SSN, eg. Using functions feedforwardnet (hiddenSizes, 
trainFcn). The function has two optional arguments: hiddenSizes (number of neu-
rons in the hidden layers) and trainFcn (learning function). An important stage is 
the selection of the activation function of the individual layers, which in the present 
case were adopted respectively for the first and second layers as "tansing" and 
"purelin". Further configuration property SSN is possible using the configure func-
tion, in which can be specified as an argument input vector, output vector, learn-
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ersvector. For example, Net = configure (net 'outputs', t, i). The "configure" also 
initializes the weight and displacement called "bias". 

It is also possible to reinitialize the weights by using net = init (net). And fi-
nally the last command used to initialize learning ANN function is train as a [net tr] 
= train (net, X, T, X, A, and, EW), in which the individual arguments are respec-
tively as follows: net is the name of the network, and X is input matrix network, 
this is the desired network (teacher), Xi is ANN initial delay input, Ai is the initial 
delay layer, ∆W is severity of the errors. As a result of the above operation func-
tion, object is returned as net SSN, including matrices and vectors weight values 
biases. 

MATLAB and Simulink environment enables implementation of various 
types of networks, single and multi directional, single and multi layer. For exam-
ple, Cascadeforwardnet which forms the unidirectional cascade, the net-like feed-
forwardnet. The difference is input to the combined weight of each layer of the 
network and the weight of each subsequent layer to layers of the following. This 
architecture sometimes improves the learning speed network. Another useful func-
tion was a patternnet function which is similar to feedforwardnet except that the 
last network layer performs the function of transfer 'tansing' instead of purelin’. 

2.4. ANN learning EPE model 

ANN can be learned EPE model, which is the issue of determining the type of 
function approximating (linear regression). In this paper the learning process of 
ANN with a teacher who needs two sets of data, input data and reference data set 
(so called file learner of the trainees’ pairs). 

ANN learning process depends on such adjustment weights to the file of the 
learner to input data in a way that is closest to the exit coincided with reference 
data. 

Parameter model is the net, which consists of a weighted summation process 
input variables defined in Matlab and Simulink using net.performFcn () - Table 1. 
The default function of executing the process in the adopted artificial neural net-
work (like feedforwardnet) is Mean Square Error (MSE). 
 

Table 1. "perf"  function paramers = performance(net,t,y,ew.) 

net Network name 
t The values of the desired network 
y The output values of the network 

ew weight of the errors (optional) 

Source: [16] 
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This function returns a value of errors. It has two optional parameters influ-
encing the process of training: 

- Regularization, which may have values between 0 and 1, where a higher 
value indicates that more weight is taken into account when calculating the value 
perf in relation to the error, and the default value of 0 indicates no impact on the 
learning process. 

- Normalization, which can take the value of none (default), the standard 
(normalization error of [−2, 2], and percent (normalization error of [−1, 1]). 

There are two ways to implement the learning process of ANN: incremental 
method and a batch. Incremental method calculates the gradient of weight and up-
dates its value after processing of each learning pair. In the batch method entire 
files are processed and after processing the weights are updated. It is believed that 
this first method is more accurate, and the other for faster learning ANN model of 
the system. 

For the purpose of training the ANN model, EPE trainlm function is selected, 
which is an implementation of the algorithm Levenberg-Marquardt due to, among 
others, its effectiveness, ie. Long convergence point optimization, and the fact that 
given the input vectors to approx. 1000 pieces shown a moderate demand for 
memory operations. 

Characteristics of the algorithm is approximate character of calculations, i.e. it 
is designed to be able to estimate the direction and value of change into the matrix 
weights on the basis of the information contained in the gradient error objective 
function (understood as the difference between the reference value and the value of 
output) and arbitrarily to modular regulatory factor. 

3. The research experiments and obtained results 

ANN learning system model has been used EPE, EPE figures for the DAM of 
the period from January 1, 2015 to June 30, 2015. Adopted 24 input variables rep-
resenting the volume of electricity for each hour of the day and 24 representing the 
size of the output electricity prices in the different hours of the day. 

As a method for network learning they use the "trainlm", which is an imple-
mentation of the algorithm Levenberg-Marquardt, the first layer activation function 
is the function sigmodalna "tansing" and the other a linear function "PURELINE". 
ANN architecture was built in MATLAB and Simulink using the NNT (Fig. 4). 
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Figure 4. ANN network model for DAM. Symbols: Input is the vector of the input (volume 

of electric power and energy [kWh]), Hidden Layer is the hidden layer, Output layer is a 
layer Output, Output is the vector output value (price)  

(MATLAB and Simulink calculations) 
 

3.1. Learning function ANN of EPE model 

As a result of learning obtained PPS system model, EPE, which in the fourth 
epoch received optimal network performance, and therefore can be considered as 
"sufficiently trained", i.e. the next era of learning does not improve its quality. In 
the generated model, EPE has also been examined, among others, the impact of the 
number of hidden layer neurons on the quality and speed of network learning  
(Fig. 6). 
 

 
 

Figure 5.  The course of training the ANN model of the system of EPE  
(MATLAB and Simulink calculations) 
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Figure 6. Trajectory of error MSE depending on the number of neurons in the hidden layer 

(MATLAB and Simulink calculations) 
 

As can be seen training the ANN model of the system EPE proceeded rela-
tively quickly regardless of the number of neurons in the hidden layer. In any case, 
since the fourth epoch weight changes were small and the number of neurons in the 
hidden layer have small effect on the rate and quality of learning. 

3.2. The sensitivity test of the neutral model EPE depending of the number 
of neurons in the hidden layer 

EPE neuronal model was also examined from the point of view of the number 
of hidden layer neurons to quality "fit" model to the training data (ie. Regression). 
The model reproduces well studied problem, if the value of regression is close to 
one - Fig. 7. 

According to Fig. 7 it shows for example, that the test pattern has a high sta-
bility in the tested range of 6 to 48 neurons in the hidden layer, and the regression 
is formed in the range of 0.75 to 0.85. You may also notice there's a single "peak" 
for a specific number of neurons in the hidden layer. It was therefore further at-
tempt to investigate the above. Therefore there was another attempt to train the 
network with the same input condition and examine the regression. 

The course of the regression coefficient (R) depending on the number of hid-
den layer neurons (Fig. 8) shows among other things that the average value of the 
regression as well as for the case of Fig. 7 is formed in the range between 0.75 and 
0.85, but "peaks" appear for a different number of neurons in the hidden layer than 
in the case of Fig. 7. The research experiment shows that it is caused by, among 
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others, random weight initialization method in the learning process of ANN model 
of the system of EPE. 

 

 
 

Figure 7. Trajectory of the regression, depending on the number of neurons in the hidden 
layer (MATLAB and Simulink calculations) 

 

 
Figure 8.  Trajectory of the regression, depending on the number of neurons in the hidden 

layer (MATLAB and Simulink calculations) 
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4. Conclusions and directions for further research 

There is a need and possibilities for system modeling Electric Power Ex-
change in order to get the system model, EPE for DAM quotations. One of the 
method of modeling leading to a model of the system is EPE neuronal model. In 
order to obtain a model of neural system EPE figures collected for each hour of the 
day posted for trading DAM, subjected to normalization and used in the learning 
process of ANN model of the system of EPE. 

The resulting model of neuronal system, EPE is possible to use in further 
studies, especially in the conduct simulation studies on possible directions of de-
velopment and susceptibility testing EPE, EPE development for unusual situations 
that may arise in crisis situations. The method of modeling can also be used to con-
struct a model of neural safe control of the development of the electricity market in 
Poland. 
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