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Abstract

The author’'s monograph “Semi-Markov Processes: iBapbn in System Reliability and Maintenance” whic
will be published by Elsevier in 2014 is presenfEde paper is composed of an introduction, the rgoaph
contents, conclusions and the references the mapbgrontents is based on.

1. Introduction renewal process. The basic concepts and theorems of
_ _ the renewal theory are presented in this chapter.
The semi-Markov processes were introducedcpaner 2 is devoted to the discrete state space
independently and almost simultaneously by P. LeWy1arkqy  processes  especially  continuous-time
[61], W.L. Smith [79], and L. Takacs [82] in 1954- \1506y processes and homogeneous Markov chains.
55. The essential developments of seml-MarkovThe Markov processes are important class of the
processes theory were proposed by R. Pyke [71]giochastic processes. The Markov property means
[73], E.Cinlar [14], Koroluk, Turbin [54]-[S6], 5t evolution of the Markov process in the future
Limnios [63]. Here we only present semi-Markov depends only on the present state and does not

processes with a discrete state space. A semi-Markodepend on the past history. The Markov process does
process is constructed by the Markov renewal

T . Cﬂot remember the past if the present state is given
process which is defined by the renewal kemel anqygnce  the Markov process is called the proceds wit
the initial distribution or by another characteost

hich ival h LK | memoryless propertyrhis chapter covers some basic
which are equivalent to the renewal kernel. concepts, properties and theorems on homogeneous

Markov chains and continuous-time homogeneous
2. Monograph contents Markov processes with a discrete set of states. For
The book entitled “Semi-Markov Processes: continuous-time Markov processes the definition and

Applications in System Reliability and Maintenance” Pasic properties of transition rate matrix are
consists of the preface, 17 relatively short chapte Presented. From the properties of Markov process th
summary and bibliography. Chgpman-KoImogoroy . Qeferentlal equations  are
In the introductory Chapter 1 the concept of aderived. Basic definitions and properties of
random (or stochastic) process is presented. ThBomogeneous Markov chain are glso discussed there.
concept of a random process trajectdeth order ~ For the reason of connection between the
distribution of the process, the process parameter§omogeneous Markov chain and the semi-Markov
like: the expected value, autocorrelation, covagan Process, the classification of states and limiting
and correlation coefficient are discused. Moreoverdistribution are discussed. The theory of that lohd

we introduce different kinds of stochastic processe Processes allows to create models of real random
such as a strict-sense stationary process, a witkes Processes, particularly in issues of reliabilitydan
stationary (WSS) or a weak-stationary, the procesdhaintenance. o _
with independent increments, a Markov process, af-hapter 3 provides the definitions and basic
ergodic process. We also present some importarefoPerties related to a dlscr_ete state space semi-
processes like the Poisson process and the normifarkov process. The semi-Markov process is
process. The relatively much space is devotedeo thconstructed by the so called Markov renewal process
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that is a special case the two-dimensional Markowprobability distribution of that random variablé.i$
sequence. The Markov renewal process is defined bpossible by using the results coming from the theor
the transition probabilities matrix, called theeaml of semi-Markov processes perturbations. The
kernel and an initial distribution or by another perturbed semi-Markov processes are defined in
characteristics which are equivalent to the renewallifferent way by different authors. This theory laas
kernel. The counting process corresponding to theich literature. The most significant and original
semi-Markov process allows to determine concept ofresults include the books of Korolyuk and Turbin
the process regularity. The process is said to bg54]-[56], Korolyuk and Limnios [59], Gyllenberg
regular if the corresponding counting process has and Silvestrov [38]. We can find many interesting
finite number of jumps on a finite period. In the results concerning of perturbed semi-Markov
chapter are also shown the other methods ofprocesses in papers of Gercbakh [22]-[23], Paviov &
determining the semi-Markov process. The presentedlshakov [70], Shpak [75], Gyllenberg & Silvestrov
concepts are illustrated by some examples. Element87], Domsta & Grabski [17] and many more. In this
of the semi-Markov process statistical estimatiom a Chapter we present only a few the simplest types of
also presented in the chapter. Here there igperturbed SM processes. First of them is presented
considered estimation of the renewal kernel elementby Shpak, the second one is introduced by Pavlov
by observing one or many sample paths in the timeand Ushakov and was presented by Gercbakh. The
interval, or given number of the state changesidBas third one is defined by Koryoluk and Turbin. All
concepts of the non homogeneous semi-Markowoncepts of the perturbed SM processes are
processes theory are introduced. explained in the same simple example. Moreover, an
Chapter 4 is devoted to some characteristics anéxemplary approximation of the system reliability
parameters of the semi-Markov process. From thdunction with illustrative numerical example is
previous chapter it follows that a semi-Markov presented in this chapter. The last section is téevo
process is defined by renewal kernel and initialto the state space aggregation method.

distribution of states or another equivalent In chapter 6 the random processes determined by the
parameters. Those quantities contain full infororati characteristics of the semi-Markov Process are
about the process and they allow us to find manyconsidered. First of them is a renewal process
characteristics and parameters of the processwihat generated by return times of a given state. The
can translate on the reliability characteristicshie  systems of equations for the distribution and
semi-Markov reliability model. The cumulative expectation of them have been derived. The limit
distribution functions of the first passage timenfir ~ theorem for the process is formulated by adoption a
the given states to subset of states and expectdtieorem of the renewal theory. The limiting
values and second moments corresponding to therproperties of the alternating process and integral
are considered in this chapter. The equations fofunctionals of the semi-Markov process are also
these quantities are here presented. Moreovehein t presented in this chapter. The chapter contains
chapter there is discussed a concept of intervaillustrative examples.

transition probabilities and the Feller equations a The Semi-Markov reliability model of two different
also derived. The interval transition probabilities units renewable cold standby system and the SM
the alternating process for Poisson and Furry-Yulemodel of a hospital electrical power system
processes are derived.These equations allowedonsisting of mains, an emergency power system and
obtaining the interval transition probabilities filre  the automatic transfer switch with the generator
alternating process and also for the Poisson andtarter is discussed in chapter 7. The renewalite co
Furry-Yule processes. Karolyuk & Turbin theorems standby system with seriesN components

of the limiting probabilities are also presentedhia  exponential subsystems is also presented here. The
chapter.  Furthermore, the reliability and embedded Semi-Markov process concept is applied
maintainability characteristics and parameters infor description of the system evolution. In our
semi-Markov models are considered in the chaptermodels time to failure of the system is represebied

At the end of the chapter there are shown numericah random variable denoting the first passage time
illustrative examples and proofs of some theorems. from the given state to the subset of states. The
The chapter 5 is concerned with the application ofappropriate theorems of the Semi-Markov processes
the perturbed semi-Markov processes in reliabilitytheory allow us to evaluate the reliability functio
problems. It is well known that in case of complex and some reliability characteristics. In case of
semi-Markov models usually the calculating of the difficulties of calculation an exact reliability figtion
exact probability distribution of the first passdgee  of the system by means of the Laplace transform, we
to the subset of states, is very difficult. Then, i propose application the theorem of Semi-Markov
seems that the only way is to find the approximateprocesses perturbation theory that enable us target
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approximate reliability function of the system. Som In chapter 14 a semi-Markov model of a system
illustrative examples in this chapter allow to esipl component damage is discussed. Presented here
presented concepts. models deal with unrepairable systems. The multi-
In chapter 8 the model of the multi-stage operaigon state reliability functions and corresponding
presented. The operation processes like transpodxpectations, second moments and standard
processes, production processes and many otheleviations are evaluated for the presented cases of
consist of some stages which are realised in tarn. the component damage. A special case of the model
each stage there are some possible failures thdt le is a multi-state model with two kind of failures. A
to perturbation or to failure of the operation.the  theorem dealing with the inverse problem for simple
chapter the model of multi-stage operation withoutdamage exponential model is formulated and proved.
repair and the model with repair are constructedln Chapter 15 some results of investigation of the
Application of semi-Markov process theory results multistate monotone system with components
allowed to calculate the reliability parameters andmodelled by the independent semi-Markov processes
characteristics of the multistage operation. Theare presented. Many papers are devoted to the
models are applied for modeling the multi stagereliability of multistate monotone systems [4], [46
transport operation processes. [48], [56]. Many other concern the semi-Markov
In chapter 9 the semi-Markov model of the load ratemodels of multistate systems [33], [53], [64]-[65].
process is discussed. Speed of car, load rateipf shThe chapter is organized as follows. The second
engine are example of the random load rate processection contains a basic notation, concepts and
The construction of discrete state model of theassumptions. Particularly it deals with a system
random load rate process with continuous trajeggori structure and a concept of a multistate monotone
leads to the semi-Markov random walk. Estimationsystem. The third section is devoted to the
of the model parameters and calculating the semiunrepairable system components. We assume that the
Markov process characteristics and parameter give ustates of system components are modelled by the
possibility to analyse the semi-Markov load rate.independent semi-Markov  processes. Some
Chapter 10 contains the semi-Markov model of thecharacteristics of a semi-Markov process are used a
multi-task operation process. The outline of thereliability characteristics of the system composent
chapter is: description and assumptions, constmucti In the next section the binary representation ef th
of the semi-Markov model, calculating the reliaiili multistate monotone systems is discussed. The
characteristics, calculating the  approximate concept of a minimal path vector to leves crucial
reliability function, an example. Chapter 11 is to these considerations. The multistate reliability
devoted to the semi-Markov failure rate process. Infunctions of the system components and the whole
this chapter the failure rate is assumed to be &ystem are discussed in the section. The lastosecti
stochastic process with non-negative and rightprovides the semi-Markov model of the renewable
continuous trajectories. The reliability functios i multistate system. The probability distribution and
defined as an expectation of a function of thatthe limiting distribution of the systems reliabyjlit
random process. Particularly the failure rate isstate are computed. The presented concepts and
defined by the discrete state space semi-Markowmodels are illustrated by some numerical examples.
process. The theorem concerning with the renewaSemi-Markov maintenance nets were introduced by
equations for the conditional reliability functieth Silvestrov [76]-[78]. In [31] were presented semi-
a semi-Markov process as a failure rate is provedMarkov models of the simple maintenance nets. The
Reliability function with a random walk as a fagur semi-Markov models of functioning the maintenance
rate is investigated. For Poisson failure rate @ec systems which are called maintenance nets are
and Furry-Yule failure rate process the reliability presented in Chapter 16. Elementary maintenance
functions are obtained. In chapter 12 there isoperations form the states of SM model. Some
presented the semi-Markov model of the renewalconcepts and results of Semi-Markov process theory
series system coming from Cinlar paper. A lot of provide the possibility of computing important
system reliability characteristics are calculat€de  characteristics and parameters of maintenance
chapter one can treat as a teaching part. process. There are discussed two semi-Markov
In chapter 13 time to a preventive service models of maintenance nets in the chapter.
optimization problem is formulated. The semi- In chapter 17 there are presented basic concegts an
Markov model of the operation process allowed toresults of the theory of semi-Markov decision
formulate the optimization problem. A theorem processes. The algorithm of optimization a SM
containing the sufficient conditions of the exigtin decision process with a finite number of state
solution is formulated and proved. An example changes is discussed here. The algorithm is based o
explains and illustrates the presented problem. a dynamic programming method. To clarify it the
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SM decision model for the maintenance operation isscientists, the PhD students and MSc studentseof th
shown. The optimization problem for the infinite technical universities and research centers.

duration SM process and the Howard algorithm
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