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A new two-stage method of FSMs synthesis for PAL-based CPLD is
proposed. It is based on both wide fan-in of PAL cells and existence of the
classes of pseudoequivalent states of Moore FSM. The first step aims at
decreasing the number of PAL cells used for implementing the input
memory functions. The purpose of the second step is decrease in the
number of PAL cells in the block of microoperations. An example of
application of the proposed method as well as the results of experiments
carried out for standard benchmarks are given.
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Synteza skonczonych automatéw stanéw
z wykorzystaniem pseudoréwnowaznych
stanéw

Streszczenie

W artykule przedstawiono metody syntezy mikroprogramowalnego uktadu
sterujacego z uzyciem wbudowanych blokéw pamigei. Postep w technologii
potprzewodnikowej powoduje pojawienie si¢ coraz to bardziej ztozonych
uktadéw cyfrowych VLSI, takich jak zlozone programowalne uktady
cyfrowe CPLD, gdzie funkcje logiczne sa implementowane przy uzyciu
programowalnych blokéw logicznych PAL. Obecnie jedna z istotnych
kwestii w przypadku implementowania automatow FSM przy zastosowaniu
ukladow CPLD jest zmniejszenie liczby zuzycia makrokomorek PAL.
Proponowane metody sa ukierunkowane na zmniejszenie rozmiaru uktadu
sterujgcego  poprzez ~ zastosowanie  transformacji  kodow  klas
pseudoréwnowaznych w pamigci. Podejscie takie pozwala uzyskaé
uproszczong forme funkcji przejscia czgsci adresowej uktadu, dzigki ktéremu
mozliwa jest redukcja zasobow sprzetowych potrzebnych do implementacji
jednostki sterujacej w ukladach programowalnych typu CPLD bez
zmniejszenia wydajnosci systemu cyfrowego. W artykule zamieszono
wprowadzenie teoretyczne, przyklad oraz wyniki badan uzyskanych podczas
syntezy testowych sieci dziatan.

Stowa kluczowe: automat Moore’a, Synteza logiczna, CPLD.

1. Introduction

The overwhelming majority of digital systems include a control
unit responsible for interplay of all blocks of other systems [1].

In many practical cases, the model of Moore finite state machine
(FSM) is used for representing a control unit [2]. Nowadays, two
families of programmable logic devices are used mostly for
implementing logic circuits of FSMs: the field programmable gate
arrays (FPGA) and the complex programmable logic devices
(CPLD) [3]. As a rule, FPGAs are used for implementing rather
complex FSMs, whereas CPLDs target fast FSMs [4, 5].

The majority of CPLD are based on PAL cells connected with
programmable flip-flops [6, 7]. Each cell can be viewed as ¢
s-input AND gates connected with an OR gate. The general model
of the PAL-based cell is shown, for example, in [5].
The number ¢ determines the upper limit for product terms to be
implemented by a cell. This value is rather small, and ¢ <6 in the
most common cases [6,7]. Obviously, Boolean functions having
more than ¢ terms in their sum-of-products (SOP) forms need
more than one cell for implementation. In the case of functions
with more than ¢ terms, the decomposition methods should be
applied [8, 9, 10]. It leads to increasing the number of circuit
layers and, therefore, for the total delay of the resulting circuit
performance. To avoid this negative effect, it is important to
decrease the numbers of terms in SOP of Boolean functions
representing an FSM circuit. The next specific of PAL cells is
their wide fan-in (the number of cell inputs S > 20 ) [6, 7].

The state assignment is one of the most important steps in FSM
design [11]. A proper state assignment can decrease the number of
PAL cells in the FSM logic circuit [8]. On the other hand, it can
decrease the power consumption. The decreasing of the circuit
area leads to decreasing its power consumption. So, it is very
important to diminish the number of PAL-cells in the FSM logic
circuits. We propose a design method based on using embedded
memory blocks (EMB) for decreasing the number of PAL cells.
But nowadays, only Delta39K family by Cypress includes EMBs.
In this paper we propose a new approach targeting homogenous
CPLD chips including only PAL macrocells. The method is based
on existence of pseudoequivalent states (PS) of Moore FSM [11].
To represent a control algorithm, the language of graph-schemes
of algorithms (GSA) is used [1].

2. Theoretical background

Let the control algorithm of a digital system be specified by
a GSA I'=(B,E), where B=1{b,,b,} VE UE, is a set of the

vertices and E is a set of edges. Here b, is an initial vertex, b, is
a final vertex, E, is a set of operational vertices, and E, is a set of
conditional vertices. A vertex b, €E, contains a collection of
microoperations  Y(b,)< Y, where Y ={y,,.,y,} is a set of

microoperations of a digital system’s data-path [11]. A vertex
b,€E, contains some logical condition x,eX, where

X ={x,,...,x,} 1is a set of logic conditions. The initial and final
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vertices of graph-scheme of algorithm correspond to the initial state
a, € A, where A={a,.,...,a,} is a set of internal states of a Moore

FSM. Each operational vertex b, € E, corresponds to unique state
a, € A . The logic circuit of the Moore FSM U, is represented by
the following systems of Boolean functions:

O=D(T,X), (1)
Y=Y(T), )

where T ={T},...,T,} is a set of internal variables encoding the
states a, € A, ®={D,,...,D,} is a set of the FSM input memory

functions. The value of R is determined as
R=[log, M|, 3)

where [a—‘ is a minimum integer not less than a . The systems (1)
and (2) are formed on the basis of a structure table with columns [1]:
a,, isacurrent FSM state, K(a,) is a code of the state «a,, , a, isa

next state (state of transition), K(a,) is a code of the state a _, X,

is a conjunction of some elements of the set X determining the
transition <a,,,a, >, @, is a collection of input memory functions

that are equal to 1 to switch the memory from K(a,) into K(a,);
h :m is the row number. The column a, contains
a collection of microoperations Y(a, ) =Y , that are generated in the
state a, €4 . It is clear that Y(b,)=Y(a,), where the vertex
b,€E, is marked by the internal state @, €. The structure

diagram of Moore FSM U, is shown in Fig. 1.

X Block of
2y Input ) Block of v
Memory RG T i i

Functions

BIMF
Start
Clock

Fig. 1.  Structure diagram of Moore FSM U,
Rys. 1. Schemat blokowy automatu Moore’a FSM U,

BMO

In the FSM U;, a block of input memory functions (BIMF)
implements the system (1), whereas a block of microoperations
(BMO) generates microoperations (2). The codes K(a,) are kept
into a register (RG). If a PAL cell of CPLD chip forms a function
D, € @, then the cell output is registered. It means that flip-flops
of RG are distributed among the PAL cells of BIMF. A pulse Start
loads the code of initial state @, € 4 into RG. A pulse Clock is
used to change the content of RG. All blocks of U, are
implemented using PAL cells.

Let us consider a GSA T, (Fig. 2a) marked by the states of

Moore FSM using the rules [1].

Fig. 2. Initial GSA r, (a) and corresponding state transition graph (b) of Moore FSM
Rys. 2. Sie¢ dziatan ry (a) graf (b) automatu Moore’a
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The Moore FSM U, (I,) has the following characteristics:
A={a,.a}, M=6, X=1{x,x,,x,}, L=3, Y={y...0,},
and N=4. The FSM U (I,) can be represented by a state

transition graph (STG) shown in Fig. 2b. This STG has
U,(I)=11 edges. Each edge corresponds to one row of the

structure table [1]. In turn, each row of the structure table
determines up to R product terms in the system (1). So, it is
important to diminish the number of rows, H (I') .

Let a symbol U, (I') stand for a Mealy FSM implementing

a control algorithm represented by a GSA T'. As a rule, the
number of transitions H,(I') exceeds the number of transitions

H,(T') of the equivalent Mealy FSM. It leads to increasing the
number of PAL cells in the logic circuit of BIMF for Moore FSM
u(T) in comparison with this parameter for the equivalent
Mealy FSM U (T';) . The value H,(T;) can be decreased due to

using the pseudoequivalent states of Moore FSM [3, 11].
The states a,,a € 4 are pseudoequivalent states if identical

a,€A. This is

possible if the outputs of the operational vertices marked by these
states are connected with the input of the same vertex of the GSA
I' [3]. Let IT, :{Bl,...,B,} be a partition of the set 4 by the

classes of PSs(/ < M) .

In the case of FSM U, (I})), the partition IT, = {BI,Bz,B3} can
be found, where B, = {al},B2 = {az,a3,a4}, and B, = {as,aé}. Let
us replace the states a, € B, by blocks B, €I1, having M, =|B||

inputs result in identical next states for both «a

m?

inputs. It allows transforming an initial GSA I' into a block GSA
B(I") . The block GSA B(I,) is shown in Fig. 3a. Obviously, the

initial STG of Moore FSM can be transformed, too. To transform
an STG, the vertices corresponding to a,, € B; should be replaced

by a single vertex B, eIl,. Let us name the resulting STG as

a block transition graph (BTG) (Fig. 3b). This graph determines
a reduced structure table (RST) of Moore FSM.

a). b)-—;
a,
[ & ] B,
XX,
—
(a3, | ay|ay[a,
[ & | B,
<> ) b
atal 2 |2
LB

Fig. 3. Block GSA B(ry) (a), block transition graph of Moore FSM U () (b)
and state transition graph of Mealy FSM Uy(r)) (c)

Rys. 3. Blok GSA B(r1) (a) blok potaczen automatu Moore’a (b) graf automatu
Mealy’ego (c)

Let us point out that there are only two states in the Mealy FSM
U,T,) (Fig. 3c). The comparison of graphs Fig. 3b and Fig. 3¢

allows finding the following relations:

I=M,+1, } @

H,=H,+1.

In (4), M, is the number of states for Mealy FSM U, (T),
whereas H, is the number of edges for BTG B(I') .

Therefore, the replacement of internal states of Moore FSM by
the classes of PS leads to diminishing the number of product terms
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in the system (1) up to H, ~H, . It can result in decreasing the
number of PAL cells in the logic circuit of BIMF.
Two methods can be used for representing the classes B, €11,

[6]: optimal state assignment, transformation of the codes of states
into the codes of classes of pseudoequivalent states.

In the first case, the states a, € 4 are encoded in such a way
that the codes of the states a, € B, (i=1....,/) belong to a single

generalized interval of the R-dimensional Boolean space. This
leads to a Moore FSM U, that has the same structure as the Moore
FSM U,. The algorithm from [11] can be used for such a state
assignment. In the case of U,(I'}), there are R=3 and
T :{TI,TZ,T3}. One of the possible variants of state assignment
(optimal encoding) is shown in Fig. 4.

As follows from Fig. 4, the class B, is determined by the
interval *00, the class B, by **1, and the class B, by *10.
These intervals are treated as the class codes.

2T3
1N\ 00 01 11 10

0la,|a,[a;|a

T

* *
1| * |a,| * |a

Fig. 4. Optimal state codes for Moore FSM Us(r;)
Rys. 4. Kodowanie stanow automatu Moor’a Ua(rq)

But such an encoding is not always possible [10]. In the second
case, the classes B, eI, are encoded by the binary codes K(B,)

with R, = ﬁog2 1 —| bits. The variables 7, ez are used for such an
encoding, where |z'| = R, . This approach leads to a Moore FSM Uj;
(Fig. 5) including a block of code transformer (BCT).

| dotted line

|
L Block of }
Input (I) Block of
X Memory ‘T Microo ti Y
I perations
Functions RG
BMO
BIMF
Start Block of Code
Transformer
Clock BCT
v T

Fig. 5. Structure diagram of Moore FSM Uj without dotted line, U, with dotted line
Rys. 5. Schemat blokowy automatu Us bez linii kreskowanej, U4 z linig kreskowana

In the FSM Us, the BIMF generates the functions
D =D(7,X) ®)
and the block of code transformer implements the functions
r=7(T). (6)

The number of transitions of Moore finite-state-machine Uj is
equal to H (I') . The drawback of FSM Uj is the existence of

BCT that consumes additional resources of a chip (in comparison
with Uy).

In this paper we propose to combine the application of optimal
state assignment and transformation of the codes of the states. In
this case the block of code transformer can be even eliminated if
some condition holds. The proposed method is based on the wide
fan-in of PAL cells.

3. Main idea of proposed method

Let a partition IT,be found for some Moore FSM. Let us
encode the states a, € 4 in the optimal way. Let I(B,) be the
number of generalized intervals representing the class B, €I1,.

Let us represent the set IT, as IT, UII., where
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I(B)=1—>B €Il,,
(B)=1-B e } o

I(B)>1— B eTl,.

Obviously, only classes B, e IT,. need transformation based on
BCT. Let L(D,) be the number of logical conditions used as
literals in the SOP of the function D, e ®. Let the following
condition take place:

L(D,)+R+R.<S(R). ®)

In (8), the symbol § stands for the fan-in of PAL cells, whereas
R, determines the number of bits required for encoding classes
B ell.:

R. =|log, (1| + D). ©)

In (9), the value of |HC| is incremented to take into account the

relation B, ¢ I1... Obviously, B, ¢ I1. means that B, €I1,.

If the condition (8) takes place, then we propose to use two
sources of codes K(B,). If B, €Il,, then the code K(B,) is
represented by the register RG. If B, €II,., then the code K(B,)

is represented by the block BCT. It leads to the Moore FSM U,
whose structure diagram is shown in Fig. 5 (with dotted line).
In the case of Uy, the block BIMF implements functions

O=0(T,7,X). (10)

The block BCT generates functions (6), but, in contrast to the
FSM Us, the set 7 includes only R, elements. As in all other

cases, the block BMO implements functions (2).
If 1. =9, then the FSM U, does not use BCT and it is the

same as U, If TI, =@, then all states a, e Ashould be

transformed and the FSM Uy, is the same as Us.
The main goal of the optimal state assignment is to find the
state codes leading to IT. =@ . If there are more than one variant

of such an assignment, then it should be found a version leading to
optimization of the block BMO. Let O(y,) be the number of

terms in the minimized SOP of a function y, €Y . To optimize the

block BMO, it is necessary to find the variant of state assignment
leading to satisfying the condition

O0(y,)<q (n=LN). (11)

In this case, any function y, €Y is implemented using one PAL

cell. It means that only N cells are used to implement the logic
circuit of BMO.
If there is I1. # @ after execution of the state assignment, then

the resoling state codes should be changed to minimize the
numbers of cells in both BMO and BCT. Let O(z,) be the number

of terms in the SOP of the function 7, ez . If I1. #@, then it is
necessary to find the codes K(a,) leading to satisfying both

condition (11) and the following condition

or,)<q (r=LR.). (12)

If condition (12) takes place, then only R. PAL cells are used to
implement the block BCT.

So, we propose the two-stage procedure for state assignment in
the case of FSM U, The first stage is the optimal state
assignment. The second state, the refined state assignment, is
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executed in such a manner that the following condition takes
place:
An=n(BCT)+n(BMO)— (N +R.)—> min . (13)

In (13), symbols n(BCT) and n(BMO) stand for the numbers of
PAL cells in logic circuits of blocks BCT and BMO, respectively.
Let us determine the formulae for finding n(BCT) and n(BMO) .
It is shown in many papers, for example in [5], that the number of
PAL cells required for implementing f* is determined as

n(f) :[M]H . (14)
q-1

To construct the RST, a system of generalized formulae of
transitions [10] should be constructed. This system can be derived
from the block GSA. In the case of block GSA B(T) , this system

is the following one:

B, —>xa, vxix,a, v xix,a,;

B, — x,a; v)_c,xa6 ; By —>a,. (15)

Obviously, such a system can be obtained using an initial GSA
I' and the partition IT,.

Because an RST does not contain a column with
microoperations, the table of microoperations (TMO) should be
constructed. The symbol Y(a,) stands for the collection of
microoperations generated in the state a, € 4 . In the case of FSM

U,(T,) this table has M =6 lines (Table 1).

Tab. 1. Table of microoperations of FSM Uy(r;)
Tab. 1. Tabela mikrooperacji automatu FSM Uy(r))

an | Kaw) | Yaw) | m || aw | Kaw) | Yaw) | m
ai | 000 - 1| as | 101 Vi 4
a 001 yiya 2 as 010 Yava 5
a; | 011 »s 30 as | 110 »s 6
In Table 1, the states codes from Fig. 4 are used.
A function y, €Y is represented as
M —_—
y, = I{ICmnAm (n=1,N). (16)

In (16), the Boolean variable C,, is equal to 1 only if
v,€Y(a,), the symbol A4, stands for the conjunction of internal
variables 7. €T corresponding to the code K(a,,). For example,

the following expression y, = A4, v A5 can be derived from Table

1. Analysis of Fig. 4 shows that yzzfﬂ_"z]; v]_"1T27_"3 and,
therefore, O(y,)=2. If the places for states a, and a, are

interchanged, then y, =1_"1T2T3 vl_"sz Ts =7_"1T2 and now there is
O(y,)=1. So, the stage of refined state assignment has a sense.

To construct the system (6), a table of code transformation (TCT)
should be formed. The column 7, includes the functions 7, et

corresponding to ones in the code of class B, eI1, from the m-th

row of the table.
Let us encode the classes B, €Il, for FSM U,(I}) in the

following manner: K(B,)=00, K(B,)=01, K(B,)=10. In this
case, the TCT has M =6 rows (Table 2).
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Tab. 2. Table of code transformation of FSM Us(r;)
Tab. 2. Kodowanie przej$¢ automatu FSM Us(r)

an | K@n) | B; | KB) | It | m
a | 000 | B | 00 | - |1
ay | 001 | B | Ol |=w |2
as | 011 | B | Ol |=nm |3
a; | 101 | B | Ol | |4
as | 010 | Bs| 10 |z, |5
ag | 110 | Bs| 10 |7 |6
A function 7, e is represented as
M
7, =V C,A4, (r=LR.). (17)

In (23), the Boolean variable C

where /. is a value of the r-th bit of the code K(B;) from the m-
th row of TCT. For example, the following equation can be
derived from Table 2: 7, =4, v 4, = TZT_;

As in the previous case, the refined state assignment should be
executed to minimize the equations (17). It should be done for
functions 7, e, such that O(z.) > ¢ .

is equal to 1 only if /=1,

4. Experimental results

To prove the usefulness of the proposed strategy of FSM
design, a lot of practical experiments were carried out. In
experiments, the standard benchmarks [13] represented in the
KISS2 format were used. Basing on [5], we conducted our
investigations using 36 benchmarks. We used JEDI for executing
the optimal state assignment. To do it, we took the input dominant
version of JEDI. The obtained results are shown in Table 3. In this
table, the numbers of PAL cells with ¢ =5 are shown for logic

circuits of FSMs represented by the benchmarks. The columns
U,-U, contain the design outcomes for our methods discussed in
this paper. To obtain them, we used the input dominant version of
JEDI algorithm. The last column includes results, from [5].

Let us point out that the paper [5] was chosen for comparison,
because we think that these results are the best. Among all
examined 36 benchmarks, the proposed method U, produced 21
solutions (58,3%), which required less amount of logic cells than
it is required for U; (JEDI). Let us point out that these 58,3%
include all complex examples (with n(U,)>13). There are no

cases when n(U,)<n(U,) . So, only applications of U, and U,

have sense. There are 20 solutions (55,5%) which required less
amount of logic cells than it is required for FSMs based on [5]. In
4 cases (11,1%) the logic circuits required the same amount of
cells for both U, and [5]. So, the proposed approach produced
solutions which did not require greater number of logic cells for
66,6% of discussed benchmarks in comparison with [5].

Tab. 3. Some results of experiments
Tab. 3. Przyktadowe wyniki eksperymentu

< @« - - = | =

Bench-k é é % § —gf E. E % § % :% 'E
U, 9 1196 | 820|157 [13|14]|62| 5 | 3
Us 141221 8|9 |22|17| 9 (1212|587 | 4
Uy 13187 |9 16|14 8 |10]|10]|52| 6 | 3
[5] 21175 |9 | 18|12 7 (11 |12]|64| 8 | 3
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5. Conclusion

In this paper the design method targeting the Moore FSM logic
circuit and PAL-based CPLD chips is proposed. The proposed
method is based on the wide fan-in of PAL cells, as well as on the
existence of pseudoequivalent states of Moore FSM. The main
idea of the proposed method is using two sources of codes of the
classes of pseudoequivalent states.

Our strategy is oriented towards the area optimization. The
positive back effect of the proposed method is possible decrease in
the number of layers of PAL cells in the FSM logic circuits. But
we did not investigate this property of the proposed method. The
method includes two stages. First of all, the optimal state
assignment is executed based of JEDI approach. Next, the codes
are rearranged to optimize the number of cells in the circuit
implementing the system of microoperations. We called the
second stage as “the refined state assignment”.

The paper contains a lot of experimental results based on
investigations carried out for commonly used benchmarks. These
results show that the proposed approach is especially
advantageous for designing rather complex FSMs.
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zawierajace podstawowe dane charakteryzujace dziatalno$¢ naukowa, tytulty naukowe i zawodowe, miejsce pracy i zajmowane stanowiska,
informacje o uprawianej dziedzinie, adres e-mail oraz aktualne zdjecie autora o rozmiarze 3,8 x 2,7 cm zapisane w skali odcieni szaro$ci

lub dotaczone w osobnym pliku (w formacie TIF).
Wszystkie materiaty:

« artykut (w formacie DOC),

+ notki biograficzne autoréw (w formacie DOC),

* zdjecia i rysunki (w formacie TIF lub CDR),

prosimy przesyta¢ w formie plikow oraz dodatkowo jako wydruki na bialym papierze (lub w formacie PDF) na adres e-mail:
wydawnictwo@pak.info.pl lub poczta zwykla, na adres: Redakcja Czasopisma Pomiary Automatyka Kontrola, Asystent Redaktora
Naczelnego mgr Agnieszka Skorkowska, ul. Akademicka 10, p.21A, 44-100 Gliwice.

Wszystkie artykuly naukowe sa dopuszczane do publikacji w czasopismie PAK po otrzymaniu pozytywnej recenzji. Autorzy materiatow
nadestanych do publikacji s3 odpowiedzialni za przestrzeganie prawa autorskiego. Zaré6wno tres¢ pracy, jak i wykorzystane w niej ilustracje
oraz tabele powinny stanowi¢ dorobek wiasny Autora lub musza by¢ opisane zgodnie z zasadami cytowania, z powolaniem si¢ na zroédto

cytatu.

Przedrukowywanie materiatow lub ich fragmentow wymaga pisemnej zgody redakcji. Redakcja ma prawo do korzystania z utworu,
rozporzadzania nim i udost¢pniania dowolng technika, w tym tez elektroniczng oraz ma prawo do rozpowszechniania go dowolnymi

kanatami dystrybucyjnymi.



