On the reasonable choice of the coordinate functions
in the Bubnov-Galerkin method

In the Mikhlin’s monograph [5] conditions of the reasonable choice of coordinate functions for the approximate solution of the operator equation
\[ Au = f \]
were given with the use of the Ritz method. It is shown in [5] that on the choice of these coordinate functions the following properties depend:

1° convergence of the approximate solution and, possibly, convergence of the “residuum \[ Au_n - f \]” to zero,

2° stability of the method,

3° rate of convergence of an approximating sequence.

It is known, however (see [3], p 23), that for the application of the Ritz method to equation (1) it is needed that the operator \( A \) in (1) was selfadjoint and positive-definite. If \( A \) is not such, then for the solution of (1) with some additional assumptions, more general Bubnov–Galerkin method can be applied.

Let \( H \) be a separable Hilbert space. We assume that the domain of \( A \), \( D(A) \) is a dense subset of \( H \), \( A \) is a linear operator. The Bubnov–Galerkin method as applied to (1) goes as follows: we choose the sequence of elements
\[ \varphi_1, \varphi_2, \ldots, \varphi_n, \ldots \]
satisfying conditions:

1° \( \varphi_n \in D(A) \) \( (n = 1, 2, \ldots) \),

2° for every \( n \) the elements \( \varphi_1, \varphi_2, \ldots, \varphi_n \) are linearly independent,

3° the sequence (2) is a complete set in \( H \).

We want to obtain the approximate solution of equation (1) in the form
\[ u_n = \sum_{k=1}^{n} a_k \varphi_k, \]
where the $a_k$'s ($k = 1, 2, \ldots, n$) satisfy the system of equations:

\begin{equation}
\sum_{k=1}^{n} a_k(A\varphi_k, \varphi_j) = (f, \varphi_j), \quad j = 1, 2, \ldots, n.
\end{equation}

The $a_k$'s in (3) depend on $n$ and should be denoted $a_k^{(n)}$, but we feel free to neglect such pedantry and shall simply write them $a_k$.

The problem of convergence of the Bubnov-Galerkin method was dealt by many authors, but the most general sufficient condition of its convergence were given by Mikhlin (see [1], [2] or [3], chapter V).

The aim of this paper is to give a certain fashion of the reasonable choice of the sequence (2). This system (2) will be hereinafter called the system of coordinate functions. We shall show that, under some restrictions imposed on the operator $\mathbf{A}$ in (1), the system of coordinate functions can be chosen in such a manner that conditions 1° and 2° mentioned earlier will be satisfied. In this paper we shall not consider the rate of convergence of an approximating sequence, although it will be the subject of another paper.

First we shall prove some lemmas.

**Lemma 1.** If $\mathbf{B}$ is selfadjoint, positive-definite operator, $\mathbf{A}$ — a linear operator such that $\mathcal{D}(\mathbf{A}) = \mathcal{D}(\mathbf{B}) \subset \mathcal{D}(\mathbf{A}^*)$, then the operator $\mathbf{B}^{-1}\mathbf{A}$ is bounded.

**Proof.** We shall show first that $\mathbf{A}^*\mathbf{B}^{-1}$ is bounded. We have $\mathcal{D}(\mathbf{A}^*\mathbf{B}^{-1}) = \mathcal{H}$. Indeed, $\mathcal{D}(\mathbf{B}^{-1}) = \mathcal{D}(\mathbf{B}) \subset \mathcal{D}(\mathbf{A}^*)$, hence, if $f$ is an arbitrary element, then the equality $\mathbf{A}^*\mathbf{B}^{-1}f = A^*(\mathbf{B}^{-1}f)$ makes sense. We shall now show that $\mathbf{A}^*\mathbf{B}^{-1}$ is closed. Let $f_n \to f$ and $\mathbf{A}^*\mathbf{B}^{-1}f_n \to g$. We designate $\mathbf{B}^{-1}f_n = h_n$. $\mathbf{B}^{-1}$ is bounded, hence $\mathbf{B}^{-1}f_n \to \mathbf{B}^{-1}f$. Let $\mathbf{B}^{-1}f = h$, therefore $h_n \to h$ and $\mathbf{A}^*h_n \to g$. It is known ([7], p. 557) that $\mathbf{A}^*$ is closed, thus $h \in \mathcal{D}(\mathbf{A})$ and $\mathbf{A}^*h = g$, that is $\mathbf{A}^*\mathbf{B}^{-1}f = g$, what means that $\mathbf{A}^*\mathbf{B}^{-1}$ is closed, since operator $\mathbf{A}^*\mathbf{B}^{-1}$ is defined in the whole space $\mathcal{H}$ and closed it is then bounded (see [7], p. 560). Boundedness of $\mathbf{B}^{-1}\mathbf{A}$ follows from the equality $\mathbf{B}^{-1}\mathbf{A} = (\mathbf{A}^*\mathbf{B}^{-1})^*$.

**Lemma 2.** If: 1° operators $\mathbf{A}$ and $\mathbf{B}$ are such as in Lemma 1, 2° $\mathbf{A}^{-1}$ exists, 3° the inequality

\begin{equation}
|(\mathbf{A}u, \mathbf{B}u)| \geq c\|\mathbf{Bu}\|^2, \quad c > 0; \quad u \in \mathcal{D}(\mathbf{B}),
\end{equation}

then the operator $\mathbf{B}\mathbf{A}^{-1}$ is bounded.

**Proof.** Let us put in (5) $v = \mathbf{B}u$. Then $u = \mathbf{B}^{-1}v$ and so we have

\[
e\|v\|^2 \leq |(\mathbf{A}\mathbf{B}^{-1}v, v)| \leq \|\mathbf{A}\mathbf{B}^{-1}v\| \cdot \|v\|\]

or, in other words

\begin{equation}
\|\mathbf{A}\mathbf{B}^{-1}v\| \geq c\|v\|.
\end{equation}
From (6) it follows the existence and boundedness of the reciprocal operator for the operator $AB^{-1}$. In view of the assumptions made on $A$ and $B$ it is evident that $(AB^{-1})^{-1} = BA^{-1}$, and hence, Lemma 2 is proved.

**Lemma 3.** If operators $A$ and $B$ satisfy conditions $1^o$ and $3^o$ of Lemma 2 and if $\varphi_1, \varphi_2, \ldots, \varphi_n$ is an orthonormal sequence of elements belonging to the domain of $A^*$, then the matrix

\[ \psi_n = \| (\varphi_j, B^{-1}A^*\varphi_k) \|_{j,k-1} \]

possesses the reciprocal matrix $\psi_n^{-1}$ and, moreover, $\| \psi_n^{-1} \| \leq c_2$, where $c_2$ is a constant which does not depend on $n$.

**Proof.** Let $t$ denote any vector of the form $t = (t_1, t_2, \ldots, t_n)$. Let us denote, for brevity $B^{-1}A^*\varphi_m = \varphi_m$, we have

\[ \| \psi_n t \|^2 = \sum_{k=1}^{n} \sum_{m=1}^{n} (\varphi_k, \varphi_m) t_m \|^2 = \sum_{k=1}^{n} |(\psi, \psi_k)|^2, \]

where $\psi = \sum_{m=1}^{n} t_m \varphi_m = B^{-1}A^* \sum_{m=1}^{n} t_m \varphi_m$.

We now apply inequality (5), putting there $Bu = v$. We obtain

\[ |(AB^{-1}v, v)| \geq c\|v\|^2, \]

where $v$ is an arbitrary element of $H$. Further, we have

\[ |(AB^{-1}v, v)| = |(v, B^{-1}A^*v)| = |(B^{-1}A^*v, v)| \geq c\|v\|^2. \]

In this last inequality we now replace $v$ by the sum $\sum_{m=1}^{n} t_m \varphi_m$ and this yields

\[ |(\psi, v)| \geq c\|v\|^2 = c\|t\|^2. \]

On the other hand

\[ |(\psi, v)|^2 \leq \left( \sum_{m=1}^{n} |t_m| |(\psi, \varphi_m)| \right)^2 \leq \|t\|^2 \sum_{m=1}^{n} |(\psi, \varphi_m)|^2. \]

From (8) and this above inequality we obtain

\[ \| \psi_n t \|^2 = \sum_{m=1}^{n} |(\psi, \varphi_m)|^2 \geq \|t\|^2 |(\psi, v)|^2 \geq c\|t\|^2. \]

Now, from (9) it follows that the matrix $\psi_n^{-1} = c_2$ exists and also the inequality:

\[ \| \psi_n^{-1} \| \leq c_2 = c^{-1}. \]

Now we shall prove the following theorem, whose proof is based on Lemmas 1, 2 and 3.
THEOREM 1. If:
1° operators $A$ and $B$ satisfy hypotheses 1° and 3° of Lemma 2,
2° equation (1) has the unique solution $u_0$,
3° operator $B$ possesses the discrete spectrum
4° the term

\[ u_n = \sum_{k=1}^{n} a_k \varphi_k \]

is a $n$-th successive approximation in the sense of Bubnov-Galerkin of the solution of equation (1); where \{\varphi_n\} is an orthonormal sequence of eigenvectors of $B$ corresponding to the eigenvalues \{\lambda_n\}, then $u_n \to u_0$ and $Au_n - f \to 0$ when $n \to \infty$, in the metric of the space $H$.

Proof. Let us denote $w_0 = Bu_0$ and $w_n = Bu_n$; then we can write (1) in the form

\[ w_0 = BA^{-1}f \]

and

\[ w_n = \sum_{k=1}^{n} c_k \varphi_k, \quad c_k = \lambda_k a_k. \]

Coordinates $a_k$ ($k = 1, 2, \ldots, n$) in (11) satisfy the system of equation (4).
This system can be transformed in the following manner:

\[ (A \varphi_k, \varphi_j) = (\varphi_k, A^* \varphi_j) = \lambda_k (B^{-1} \varphi_k, A^* \varphi_j) = \lambda_k (\varphi_k, B^{-1} A^* \varphi_j), \]

\[ (f, \varphi_j) = (AB^{-1}BA^{-1}f, \varphi_j) = (BA^{-1}f, B^{-1} A^* \varphi_j) = (w_0, B^{-1} A^* \varphi_j). \]

Then the system (4) takes the form

\[ \sum_{k=1}^{n} c_k (\varphi_k, B^{-1} A^* \varphi_j) = (w_0, B^{-1} A^* \varphi_j); \quad j = 1, 2, \ldots, n. \]

But the system (14) may we write in the following form

(15) \[ P_n w_n = P_n w_0, \]

where $P_n$ is a projection operator on the space $K_n$ spanned by the vectors

$\psi_j = B^{-1} A^* \varphi_j, \quad j = 1, 2, \ldots, n.$

From a theorem of N. I. Polski\i we know that for the convergence

$w_n \to w_0$ it suffices that the inequality

(16) \[ \|v\| \leq C \|P_n v\|, \quad v \in L_n, \]

is satisfied. In this inequality $L_n$ denotes the space spanned by the vectors

$\varphi_1, \varphi_2, \ldots, \varphi_n$, where \{\varphi_n\} is a complete system in $H$, and the constant $C$

does not depend on $n$ (see [6] or [5], p. 122).
Operator $P_n$ can be defined as follows: we find such constants $\mu_{jk}$, that

$$
\| \varphi_j - \sum_{k=1}^{n} \mu_{jk} B^{-1} A^* \varphi_k \|^2 = \min, \quad \text{for } j = 1, 2, \ldots, n,
$$

then for arbitrary $v \in L_n$ we have

$$
v = \sum_{k=1}^{n} \gamma_k \varphi_k, \quad P_n v = \sum_{j,k=1}^{n} \gamma_j \mu_{jk} B^{-1} A^* \varphi_k.
$$

Inequality (16) takes then the following form

$$
\left\| \sum_{k=1}^{n} \gamma_k \varphi_k \right\|^2 \leq C^2 \left\| \sum_{j,k=1}^{n} \gamma_j \mu_{jk} B^{-1} A^* \varphi_k \right\|^2,
$$

or it can be written:

$$
\sum_{k=1}^{n} |\gamma_k|^2 \leq C^2 \sum_{j,k=1}^{n} \gamma_j \mu_{jk} \sum_{r,s=1}^{n} \mu_{jr} \mu_{ks} (B^{-1} A^* \varphi_r, B^{-1} A^* \varphi_s).
$$

From (19) it follows, that to show that inequality (16) is true it suffices to show that the minimal value of the quadratic form

$$
I' = \sum_{j,k=1}^{n} \gamma_j \gamma_k \sum_{r,s=1}^{n} \mu_{jr} \mu_{ks} (B^{-1} A^* \varphi_r, B^{-1} A^* \varphi_s),
$$

is bounded from below by the non-negative constant independent of $n$. We denote

$$
\delta_r = \sum_{j=1}^{n} \gamma_j \mu_{jr},
$$

then

$$
I' = \sum_{r,s=1}^{n} \delta_r \delta_s (B^{-1} A^* \varphi_r, B^{-1} A^* \varphi_s) = \left\| B^{-1} A^* \sum_{r=1}^{n} \delta_r \varphi_r \right\|^2.
$$

Let

$$
\sum_{r=1}^{n} \delta_r \varphi_r = \xi, \quad B^{-1} A^* \xi = \eta,
$$

hence

$$
\xi = (A^*)^{-1} B \eta \quad \text{and} \quad \| \xi \| \leq \| (A^*)^{-1} B \| \| \eta \| = \| B A^{-1} \| \| \eta \|.
$$

We deduce from Lemma 2 that the operator $BA^{-1}$ is bounded, thus

$$
\| \eta \| \geq \| B A^{-1} \|^{-1} \| \xi \|,
$$

and so we have

$$
I' \geq \| B A^{-1} \|^{-2} \left\| \sum_{r=1}^{n} \delta_r \varphi_r \right\|^2 = \| B A^{-1} \|^{-2} \sum_{r=1}^{n} |\delta_r|^2.
$$
Let, further, \( M_n \) denote the matrix of transformation (21)

\[ M_n = \|\mu_j\|_{f,r=1}^n. \]

We shall show that there exists the reciprocal matrix \( M_n^{-1} \) and \( \|M_n^{-1}\| \leq C_1 \), where \( C_1 \) is a constant which does not depend on \( n \). Indeed, from (17) follows, that the constants \( \mu_{jk} \) satisfy the system of equations:

\[
(23) \quad \sum_{k=1}^{n} (B^{-1}A^{*}q_k, B^{-1}A^{*}q_m)\mu_{jk} = (\varphi_j, B^{-1}A^{*}q_m), \quad j, m = 1, \ldots, n.
\]

Denote now by \( \Phi_n \) the matrix, whose elements are \((B^{-1}A^{*}q_k, B^{-1}A^{*}q_m)\). Then the system (23) can be written in the form:

\[
(24) \quad M_n\Phi_n = \varphi_n,
\]

where the matrix \( \varphi_n \) is defined in (7).

Let us observe, that the matrix \( \Phi_n \) in (24) is bounded.

In fact, similarly as in Lemma 3, let \( t = (t_1, t_2, \ldots, t_n) \) be an arbitrary vector, hence

\[
\|\Phi_n t\|^2 = \sum_{k,m=1}^{n} (B^{-1}A^{*}q_k, B^{-1}A^{*}q_m)t_k t_m = \|B^{-1}A^{*}\sum_{k=1}^{n} t_k q_k\|^2 \leq \|B^{-1}A^{*}\|^2 \sum_{k=1}^{n} |t_k|^2 = \|AB^{-1}\|^2 \|t\|^2.
\]

From Lemma 1 we deduce that the operator \( AB^{-1} \) is bounded, thus, from the latter inequality is follows that

\[
(25) \quad \|\Phi_n\| \leq \|AB^{-1}\|.
\]

From (24) in view of (10) and (25) we obtain

\[
\|M_n^{-1}\| \leq C_3 = \|AB^{-1}\|c^{-1}.
\]

Observe, that the system (21) can we write in the form \( M_n^{*}\gamma = \delta \), where \( \gamma = (\gamma_1, \ldots, \gamma_n) \) and \( \delta = (\delta_1, \ldots, \delta_n) \). Hence \( \|\delta\| \geq C_3^{-1}\|\gamma\| \), and so

\[
(26) \quad \Gamma \geq \|BA^{-1}\|^{-2}C_3^{-2}\|\gamma\|^2.
\]

We have already mentioned that inequality (26) implies inequality (16). From this, in view of the quoted theorem of Polskii, follows that \( w_n \to w_0 \), or \( Bu_n \to Bu_0 \) in the metric of space \( H \). But the operators \( B^{-1} \) and \( AB^{-1} \) are both bounded and so

\[ B^{-1}(Bu_n) = u_n \to B^{-1}(Bu_0) = u_0 \]

as well as

\[ Au_n - f = AB^{-1}(Bu_n - Bu_0) \to 0, \]

and this is what had to be proved.
Remark 1. Operator $B$ in (5) can be replaced by the operator $B + kE$, where $E$ is the identity operator and $k$ some non-negative constant (see [5], p. 129).

Stability of the Bubnov–Galerkin method.

Suppose, that in a certain computational process we deal with the system of equations:

\[(27) \quad A_n x^{(n)} = y^{(n)}, \quad n = 1, 2, 3, \ldots,\]

where $A_n$ is an operator from one Banach space $X_n$ to another Banach space $Y_n$. We assume also that, for every $n$, $A_n^{-1}$ exists and is defined in the whole space $Y_n$. Simultaneously with (27) we consider the sequence of equations

\[(28) \quad (A_n + \Gamma_n) z^{(n)} = y^{(n)} + \delta^{(n)}.\]

According to the definition, given by Mikhlin in [4] or [5], p. 70, we say that this computational process is stable, if there exist constants $p$, $q$, $r$ independent on $n$ and such that for $\|\Gamma_n\| \leq r$ and arbitrary $\delta^{(n)}$ equations (28) have solutions and there holds the inequality

\[(29) \quad ||z^{(n)} - x^{(n)}|| \leq p \|\Gamma_n\| + q \|\delta^{(n)}\|.\]

We say that the computational process (27) is convergent if there exists a limit $x_0 = \lim_{n \to \infty} x^{(n)}$ in the norm of a space $X$, where $X_n$ are the subspaces of $X$.

We shall now prove the following

**Theorem 2.** If the sequence $\{\varphi_n\}$ of coordinate functions is chosen according to Theorem 1, then the Bubnov–Galerkin method for equation (1) is stable.

**Proof.** Evidently, it suffices to show that the computational process for the solution of the sequence of equations

\[(30) \quad A_n a^{(n)} = f^{(n)}, \quad n = 1, 2, \ldots,\]

where $A_n = \|(A \varphi_k, \varphi_j)\|_{k, j = 1}^n$, $a^{(n)} = (a_1, \ldots, a_n)$ and $f^{(n)} = (f, \varphi_1), \ldots, (f, \varphi_n)$ is stable.

Indeed, in the situation we are considering $X_n = Y_n$ are both $n$-dimensional euclidean spaces, and $X$ is a $l_2$ space. Since the sequence $\{\varphi_n\}$ is orthonormal, we have

\[(31) \quad ||u_n||^2 = \left( \sum_{k=1}^n a_k \varphi_k, \sum_{k=1}^n a_k \varphi_k \right) = \sum_{k=1}^n a_k^2 = \|a^{(n)}\|^2_n.\]

From (31), in view of Theorem 1, it follows the convergence of the process (30). This in turn implies, by Theorem 13.3 of [5], p. 74, that the process
(30) is stable if and only if \( \| A_n^{-1} \| \leq C \), where \( C \) is a constant not depending on \( n \). We observe that
\[
A_n = \| (A \varphi_k, \varphi_j) \|_{k, j=1}^n = \| \lambda_k (B^{-1} \varphi_k, A^* \varphi_j) \|_{k, j=1}^n
= \| \lambda_k (\varphi_k, B^{-1} A^* \varphi_j) \|_{k, j=1}^n = \lambda_n \psi_n,
\]
where \( \lambda_n \) is a diagonal matrix
\[
A_n = (\lambda_1, \ldots, \lambda_n),
\]
and matrix \( \psi_n \) is defined in (7).

From (32), by Lemma 3 we conclude that \( A_n^{-1} \) exists.
Let \( t = (t_1, t_2, \ldots, t_n) \) be an arbitrary vector. We have
\[
\| A_n t \|^2 = \sum_{k=1}^n \sum_{j=1}^n \lambda_k (\varphi_k, B^{-1} A^* \varphi_j) t_j \|_{j=1}^n \lambda_1 \sum_{j=1}^n (\varphi_k, B^{-1} A^* \varphi_j) t_j \|_{j=1}^n
= \lambda_1 \| \psi_n t \|^2.
\]
From this, by inequality (9), we obtain
\[
\| A_n t \|^2 \geq \lambda_1^2 \| t \|^2.
\]
So the proof of Theorem 2 is completed.

Remark 2. If we assume that the operator \( A \) in (1) is self-adjoint and positive-definite then, as is well-known the Bubnov–Galerkin method is equivalent to Ritz method. In this case, obviously, Theorem 1 of this paper is the same as Theorem 23.1 of [5], p. 124.

Remark 3. It was mentioned in the introduction that S. G. Mikhlin has given the sufficient conditions for the convergence of Bubnov–Galerkin method, when appropriate assumptions about operator \( A \) in (1) were made. We consider important to emphasize that these conditions imposed on \( A \) by Mikhlin do not overlap with the conditions of Theorem 1, hence Mikhlin’s theorem does not imply the convergence of Bubnov–Galerkin method for equation (1) with the hypotheses of Theorem 1, neither the convergence to zero of “residuum \( A u_n - f \)”.
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