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Abstract. The study of properties of switched and hybrid systems gives rise to a number of interesting and challenging mathematical problems. This paper aims to briefly survey recent results on stability and controllability of switched linear systems. First, the stability analysis for switched systems is reviewed. We focus on the stability analysis for switched linear systems under arbitrary switching, and we highlight necessary and sufficient conditions for asymptotic stability. After that, we review the controllability results.
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1. Introduction

Hybrid systems which are capable of exhibiting simultaneously several kinds of dynamic behaviour in different parts of the system (e.g., continuous-time dynamics, discrete-time dynamics, jump phenomena, logic commands, and the like) are of a great current interest (see, e.g., [1–3]). Examples of such systems include the Multiple-Models, Switching and Tuning paradigm from adaptive control [4], Hybrid Control Systems [5], and a plethora of techniques that arise in Event Driven Systems. Also typical examples of such systems of varying degrees of complexity include computer disk drives [6], transmission an stepper motors [7], constrained robotic systems [8], intelligent vehicles/highway systems [9], sampled-data systems [10], discrete event systems [11], and many other types of systems (refer, e.g., to the papers included in [2]).

Switched linear systems are hybrid systems that consist of several linear subsystems and a rule of switching among them. Switched linear systems provide a framework which bridges the linear systems and the complex and/or uncertain systems. On one hand, switching among linear systems may produce complex system behaviors such as chaos and multiple limit cycles. On the other hand, switched linear systems are relatively easy to handle as many powerful tools from linear and multilinear analysis are available to cope with these systems. Moreover, the study of switched linear systems provides additional insights into some long-standing and sophisticated problems, such as intelligent control, adaptive control and robust analysis.

A theoretical examination of switched linear systems is academically more challenging due to their rich, diverse and complex dynamics. Switching makes these systems much more complicated than standard-time invariant or even time-varying systems. Many more complicated behaviours/dynamics and fundamentally new properties, which standard systems do not have, have been demonstrated on switched linear systems. From the control system design point of view, switching brings an additional degree of freedom in control system design. Switching laws, in addition to control laws, may be utilized to manipulate switched systems to achieve a better performance of a system. This can be treated as an added advantage for a control design to attain certain control purposes like stabilizability or controllability.

The objective of this article is to review the major progress that has been made on stability and controllability of switched linear systems over the past number of years, see also [12] and [13]. As a part of this process we attempt to outline the major outstanding issues that have yet to be resolved in the study of switched linear systems.

Controllability is one of the fundamental concepts in the mathematical control theory. This is a qualitative property of the dynamical control systems and is of particular importance in a control theory. The systematic study of controllability was started at the beginning of sixties in the last century when the theory of controllability based on the state space description for both, time-invariant and time-varying linear control systems, was introduced.

Roughly speaking, controllability means, that it is possible to steer a dynamical control system from an arbitrary initial state to an arbitrary final state using the set of admissible controls. It should be mentioned that in the literature there are many different definitions of controllability, which strongly depend on a class of dynamical control systems on one hand, and on the other hand, on admissible controls [14–16].

Controllability problems for different types of dynamical systems require the application of numerous mathematical concepts and methods taken directly from differential geometry, functional analysis, topology, matrix analysis and theory of ordinary and partial differential equations and theory of difference equations. In the paper we use mainly state-space models of dynamical systems, which provide a robust and universal method for studying controllability of various classes of systems [14–16].

Controllability plays an essential role in the development of the modern mathematical control theory. There are various important relationships between controllability, stability and
stabilizability of linear both finite-dimensional and infinite-dimensional control systems. Controllability is also strongly related to the theory of realization and so-called minimal realization and canonical forms for linear time-invariant control systems such as the Kalman canonical form, the Jordan canonical form or the Luenberger canonical form [14]. It should be mentioned, that for many dynamical systems there exists a formal duality between the concepts of controllability and observability. Moreover, controllability is strongly connected with a minimum energy control problem for many classes of linear finite dimensional, infinite dimensional dynamical systems, and delayed systems both deterministic and stochastic [14–16]. Moreover, it is well known, that the controllability concept has many important applications not only in the control theory and systems theory, but also in such areas as industrial and chemical process control, reactor control, control of electric bulk power systems, aerospace engineering and recently in the quantum systems theory. The last decades have seen a continually growing interest in the controllability theory of dynamical systems. This is clearly related to the wide variety of theoretical results and possible applications. Up to the present time the problem of controllability for continuous-time and discrete-time linear dynamical systems has been extensively investigated in many papers (see e.g. [14] for extensive list of references). Similarly, there have been a lot of papers for controllability both continuous-time and discrete-time switched systems [17–23]. For the controllability analysis of switched linear control systems, a much more difficult situation arises since both the control input and the switching rule have been design variables to be determined. Thus, the interaction between them is very important from the controllability point of view. Moreover, it should be mentioned that for the switched linear discrete-time control system in a general case the controllable set is not a subspace but a countable union of subspaces. For the switched linear continuous-time control system, in a general case the controllable set is an uncountable union of subspaces.

2. Definitions and model descriptions

Consider a set of square \( n \times n \) matrices \( \Sigma = \{ A_i : i \in I \} \). Throughout this paper our primary concern shall be with the stability properties of the switched linear system. In a discrete-time case it has the following form

\[
    x(k + 1) = A_{\sigma(k)}x(k),
\]

where \( \sigma : \mathbb{N} \to I \), and in continuous-time a switched linear system has the form

\[
    \dot{x}(t) = A_{\sigma(t)}x(t),
\]

where \( \sigma : [0, \infty) \to I \) is a piecewise constant function. The function \( \sigma \) in both cases is called the switching signal. In the continuous-time case the points of discontinuity, \( t_1, t_2, \ldots \), of \( \sigma \) are known as the switching instances. We denote the set of switching signals by \( S(I) \). A function \( x : [0, \infty) \to \mathbb{R}^n \) is called a solution of (2) if it is continuous and piecewise continuously differentiable and \( \dot{x}(t) = A_{\sigma(t)}x(t) \) for all \( t \) except at the switching instances of \( \sigma \). Considering problems of controllability and stabilizability our systems have the following forms

\[
    x(k + 1) = A_{\sigma(k)}x(k) + B_{\sigma(k)}u(k),
\]

where \( \sigma : \mathbb{N} \to I \) and in continuous-time a switched linear system has the form

\[
    \dot{x}(t) = A_{\sigma(t)}x(t) + B_{\sigma(t)}u(t),
\]

for \( \Sigma_C = \{ B_i : i \in I \} \) is a set of \( n \times p \) matrices and \( u : [0, \infty) \to \mathbb{R}^p \) is a control. For a given switching function \( \sigma \) and in case of (3), (4) for given control \( u : [0, \infty) \to \mathbb{R}^p \) the solution of (2)–(4) with an initial condition \( x(0) = x_0 \in \mathbb{R}^n \) is denoted by \( x(k, \sigma, x_0) = (x(t, \sigma, x_0), x(k, \sigma, x_0, u), x(t, \sigma, x_0, u)) \).

3. Stability

For \( i \in I \) the time-invariant system

\[
    x(k + 1) = A_i x(k), \quad x(t) = A_i x(t)
\]

will be called subsystem of (1), (2).

The stability issues of such switched systems include several interesting phenomena. For example, even when all the subsystems (5) are exponentially stable, (1), (2) may have divergent trajectories for certain switching signals \( \sigma \); see, e.g. [12, 24]. Another noticeable fact is that one may carefully switch between unstable subsystem to make (1) or (2) exponentially stable; see, e.g. [25]. As these examples suggest, the stability of switched systems depends not only upon the dynamics of each subsystem but also upon the properties of the switching signals. Therefore, the stability study of switched systems might be roughly divided into two kinds of problems [25]:

- (Q1) one is the stability analysis of switched systems under given sets of admissible switching signals (all switching signals or these obeying some constraints);
- (Q2) the other is the synthesis of stabilizing switching signals for a given collection of dynamical/control systems.

**Definition 1.** The system (1), (2) is called absolutely stable if there exist real constants \( M \geq 1, \beta > 0 \) such that

\[
    \| x(k, \sigma, x_0) \| \leq M e^{-\beta k} \| x_0 \|
\]

for all \( x_0 \in \mathbb{R}^n, \sigma \) and \( k (t) \).

3.1. Common quadratic function approach. The existence of a common quadratic Lyapunov function (CQLF) for all its subsystems assures absolute stability. However, the so-called quadratic stability is much stronger condition than absolute stability. Quadratic stability is a special class of exponential stability, which implies asymptotic stability, and has attracted a lot of research efforts due to its importance in practice. It is known that the conditions for the existence of a CQLF can be expressed as linear matrix inequalities.
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Recall that $V(x) = x^T P x$ is the quadratic Lyapunov function (QLF) for the system $\dot{x} = Ax$ if $P$ is symmetric and positive definite, and $PA + A^T P (A^T P A - P)$ is negative definite. Let $\Sigma$ be a collection of $n$-by-$n$ Hurwitz (Schur) matrices, with associated stable subsystems (5). Then the function $V(x) = x^T P x$ is a common quadratic Lyapunov function (CQLF) for these systems if $V$ is a QLF for each individual system. Given a set of matrices $\Sigma$, the CQLF existence problem is to determine whether such a matrix $P$ exists. A secondary question is to construct a CQLF when one is known to exist. It is a standard fact that time-invariant system $\dot{x} = Ax$ $(x(k + 1) = Ax(k))$ has a QLF if and only if the matrix $A$ is Hurwitz (Schur). This property is also equivalent to the exponential stability of the system $A$, so for a single time-invariant system there is no gap between the existence of a QLF and exponential stability. For a collection of Hurwitz (Schur) matrices the situation is more complicated in several aspects. Firstly, in general, CQLF existence is only a sufficient condition for the absolute stability of a switched linear system. Secondly, no correspondingly simple condition is known which can determine the existence of a CQLF for a family of time-invariant systems, although progress has been made in some special cases.

The conditions for $V(x) = x^T P x$ to be a CQLF are equivalent to a system of linear matrix inequalities (LMIs) in $P$, namely $P = P^T > 0, (A_i^T P + PA_i) < 0 (A_i^T P A_i - P < 0)$ for $i \in \Sigma$.

In [26], an interactive gradient decent algorithm was proposed, which could converge to the CQLF in finite number of steps. In addition, the author showed that the convergence rate could be improved by introducing some randomness; here the convergence is in the sense of probability one. While numerical methods to solve these LMIs for a finite number of stable LTI systems have existed for some time, determining algebraic conditions on the subsystems’ state matrices for the existence of a CQLF remains a challenging task. Since these kind of conditions should be easier to verify, and more importantly, may give us valuable insights in the stability problem of an arbitrary switching system. One long-standing goal in the field of switched systems has been to find simple algebraic conditions for existence of a CQLF for a given set of matrices. In the discrete-time case it is known by the work of Kozyakin [27], that exponential stability is not a property that can be described by finitely many algebraic constraints in the set of pairs of 2-by-2 matrices.

Now, we present some partial solutions to this general problem in continuous-time.

**Theorem 1.** [28] Let $A_1$ and $A_2$ be 2-by-2 Hurwitz matrices. The following conditions are equivalent:
1. there exist a CQLF for (1);
2. the matrices $A_1 A_2$ and $A_1 A_2^{-1}$ do not have any negative real eigenvalues.

Generalization the above algebraic condition to higher dimensional systems turns out to be difficult. In [29], necessary and sufficient algebraic conditions were derived for the non-existence of a CQLF for an arbitrary switching systems composed of a pair of third-order systems. For a pair of $n$-th order systems, a necessary condition for the existence of a CQLF was derived in [30].

**Theorem 2.** Let $A_1$ and $A_2$ be $n$-by-$n$ Hurwitz matrices. A necessary condition for the existence of a CQLF is that the matrix products $A_1 (\alpha A_1 + (1 - \alpha) A_2)$ and $A_1 (\alpha A_1 + (1 - \alpha) A_2)^{-1}$ do not have any negative real eigenvalues for all $0 \leq \alpha \leq 1$.

To formulate discrete-time versions of this theorems let us introduce the following notation:

For fixed square matrices $A_1$ and $A_2$ define two matrix pencils

$$H(\alpha, A_1, A_2) = [0.5I - G(\alpha, A_1, A_2)]^{-1} [0.5I + G(\alpha, A_1, A_2)]$$

$$G(\alpha, A_1, A_2) = \alpha [0.5I + (I + A_1)^{-1}] + (1 - \alpha) [0.5I - (I + A_2)^{-1}],$$

where $\alpha \in [0, 1]$. The matrix pencil, is said to be Schur, if the eigenvalues of the matrix for every $\alpha \in [0, 1]$ lie inside unit circle.

**Theorem 3.** [31] Let $A_1$ and $A_2$ be 2-by-2 Hurwitz matrices. CQLF exists if and only if the matrix pencils $H(\alpha, A_1, A_2)$ and $H(\alpha, A_1, -A_2)$ are Schur matrices.

Obviously, a necessary condition for the existence of a CQLF for a switched systems is that every pair of its subsystems share a CQLF. Actually, the existence of a CQLF for every pair of subsystems may also imply the existence of a CQLF for the switched system in certain special cases, e.g., second order positive systems [32]. Unfortunately, this does not hold in general. The existence of a CQLF for a finite number of second order LTI systems was investigated in [33], and it is interesting to observe that a necessary and sufficient condition for the existence of a CQLF is that a CQLF exists for every 3-tuple of systems.

Let us return to the continuous-time case and suppose that $\Sigma = \{A_1, \ldots, A_m\}$ consists of Hurwitz matrices all in upper triangular form, then it was shown in [34], that a CQLF always exists, and furthermore that the matrix $P$ which defines the CQLF can be chosen to be diagonal. An interesting application of this result arises when the matrices in $\Sigma$ commute with each other. In this case there is a unitary matrix $U$ such that $U^T A_i U$ is in upper triangular form for each $i = 1, \ldots, m$, and it then follows that a CQLF exists [4]. Interestin resulrts about common quadratic Lyapunov functions are published in [35].

3.2. Lyapunov exponents methods. One of the basic properties of switched linear systems is that a growth rate may be defined similarly as in the case of linear time-invariant systems. The definition proceeds similarly in the continuous and discrete-time cases. There are several approaches to defining the exponential growth rate, all of which turn out to be equivalent. A trajectory based definition considers Lyapunov exponents [36–48] of individual trajectories, which are defined in the discrete-time case as...
\[
\lambda(x_0, \sigma) = \limsup_{m \to \infty} \|x(m, \sigma, x_0)\|^{\frac{1}{m}}.
\]

The exponential growth rate of the switched system is then defined by the maximal Lyapunov exponent \( \sup_{\sigma} \lambda(x_0, \sigma) \).

There are numerous approaches to the computation of growth rates, either in their guise as maximal Lyapunov exponents or as joint spectral radii.

Consider the discrete system (1). Denote by \( D(\Sigma) \) the set of all sequences of matrices from set \( \Sigma \). For fixed \( d \in D(\Sigma) \), \( d = (A(1), A(2), ...) \) define

\[
T^d_m = A(1) \ldots A(m-1) A(m)
\]

and

\[
\rho(d) = \limsup_{m \to \infty} \left\| T^d_m \right\|^{\frac{1}{m}}.
\]

The concept of joint spectral radius was introduced in [53], and the generalized spectral radius in [55] (see also [60]). In [57] and [61] two different proofs of the equality

\[
\hat{\rho}(\Sigma) = \rho(\Sigma)
\]

were given for the bounded set \( \Sigma \). In [55] it was also shown that for bounded set \( \Sigma \) we have

\[
\hat{\rho}(\Sigma) = \lim_{m \to \infty} \mathbf{\alpha}^{1/m} = \lim_{m \to \infty} \mathbf{\beta}^{1/m} = \mathbf{\gamma}.
\]

The concepts of joint spectral subradius and the generalized spectral subradius were introduced in [32] to present conditions for Markov asymptotic stability of a discrete linear inclusion. In this paper it has been also shown that

\[
\hat{\rho}_*(\Sigma) = \mathbf{\gamma}^*(\Sigma)
\]

for finite \( \Sigma \). In [62] these concepts have been related to the so-called mortality problem. We say that the set of matrices \( \Sigma \) is mortal if the zero matrix can be expressed as a product of finitely many matrices from \( \Sigma \). It appears that \( \Sigma \) is mortal if and only if \( \hat{\rho}_*(\Sigma) = 0 \). Finally, in [58] equality (9) was extended to the case of any nonempty set of matrices and it was shown that

\[
\hat{\rho}_*(\Sigma) = \lim_{m \to \infty} \mathbf{\alpha}^{1/m} = \lim_{m \to \infty} \mathbf{\beta}^{1/m} = \mathbf{\gamma}.
\]

From (9), (10) and the definitions of \( \rho(\Sigma) \), \( \rho_*(\Sigma) \) and \( \rho(d) \) the following inequality follows

\[
\rho_*(\Sigma) \leq \rho(d) \leq \rho(\Sigma)
\]

for bounded set \( \Sigma \). Because of the equalities (7) and (9) we can introduce the following definition.

**Definition 2.** For bounded set \( \Sigma \) we will denote the common value of \( \hat{\rho}(\Sigma) \) and \( \mathbf{\gamma}(\Sigma) \) by \( \rho(\Sigma) \) and called it generalized spectral radius. For nonempty set \( \Sigma \) we will denote the common value of \( \hat{\rho}_*(\Sigma) \) and \( \mathbf{\gamma}(\Sigma) \) by \( \rho_*(\Sigma) \) and called it generalized spectral subradius.

Now we can present complete structure of the set \( \{\Sigma(d) : d \in D\} \).

**Theorem 4.** Suppose that \( \Sigma \) is a bounded set of invertible matrices, then for each \( \gamma \in (\rho_*(\Sigma), \rho(\Sigma)) \) there exists \( d \in D(\Sigma) \) such that \( \rho(d) = \gamma \).

The conclusion of the Theorem is no longer true if we omit the assumption about the invertibility of matrices in \( \Sigma \), as is shown by the simple example \( \Sigma = \{0, 1\} \). In [63] one can find example of calculation of \( \rho(\Sigma) \) for a set of 2-by-2 matrices. Some further results in this direction contains [64]. Paper [65] deals with the case of unbounded set \( D \).
3.3. Bohl exponent. In case of finite set $\Sigma$ absolute stability of system (1) can be reformulated in the following way: (1) is absolutely stable if and only if for each function $\sigma$ and each initial condition $x_0 \in \mathbb{R}^n$ the solution $x(\sigma, x_0)$ tends to zero. It means that for each $\sigma$ the corresponding time-varying system is asymptotically stable. For time-varying discrete linear systems of the form

$$x(k+1) = A(k)x(k),$$  

(11)
we define transition matrix as

$$A(m, k) = A(m-1)...A(k)$$

for $m > k$ and $A(m, m) = I$, where $I$ is the identity matrix. System (11) is called uniformly exponentially stable (UES), if the transition matrix satisfies

$$\|A(m, k)\| \leq c_q^{m-k},$$

(12)
for some constants $c$, $q$, $0 < q < 1$, $c > 1$. The UES of system (11) may be characterized by the discrete-time version of the Bohl exponent [66] (named generalized spectral radius in [67, 68]).

**Definition 3.** The Bohl exponent $\beta(A)$ of system (11) is defined in the following way

$$\beta(A) = \inf \{ \beta : \exists c_\beta \geq 1, m \geq k \geq 0 \implies \|A(m, k)\| \leq c_\beta^{m-k} \}.$$  

The role of the Bohl exponent for UES and it simplest properties are given in the next theorem taken from [68].

**Theorem 5.** System (11) is UES if and only if $\beta(A) < 1$. Moreover

$$\beta(A) = \lim_{k, m \to \infty} \sup_{m-k} \|A(t, m, m)\|^{\frac{1}{t}} = \inf_{t \in \mathbb{N}} \sup_{m \in \mathbb{N}} \|A(t, m, m)\|^{\frac{1}{t}}.$$  

We will now investigate the problem of describing permutations $\sigma$ of natural numbers such that, if systems (11) is UES, then the following system

$$x(k+1) = A(\sigma(k))x(k)$$

(13)
is also UES.

The solution of this problem is presented in [69]. Before we will present the results we introduce some notation. For nonempty subsets $A$ and $B$ of $\mathbb{N}$ we write $A < B$ when $a < b$ for any $a \in A$ and $b \in B$. Denote by $|A|$ cardinality of a set $A$, and if $k, m \in \mathbb{N}$, $k \leq m$, then

$$I(k, m) = \{k, k+1, ..., m\},$$

$$I'(k, m) = \{k, k+1, ..., m\}.$$  

The sets $I(k, m), I'(k, m)$ are called interval and ordered interval, respectively. We say that a set $A \subseteq \mathbb{N}$ (a sequence $(a_1, a_2, ..., a_l)$) is a union of $k$ mutually separated intervals (ordered intervals) if there exist $k$ intervals $I_1, ..., I_k$ (ordered intervals $I'_1, ..., I'_k$) such that $A = I_1 \cup \ldots \cup I_k \cup (a_1, a_2, ..., a_l) = (I'_1, ..., I'_k)$ and $\text{dist}(I_i, I_j) \geq 2$ for any distinct $i, j \leq k$. If $\sigma$ is a permutation of natural numbers and $k, m \in \mathbb{N}$, $k \leq m$, then $k_{\sigma}(k, m)$ is such a number $k$ that set $\sigma(I(k, m))$ (sequence $(\sigma(k), ..., \sigma(m))$) is a union of $k$ mutually separated intervals (ordered intervals). For linear operators $A(k), A(k+1), ..., A(m), k \leq m$ on $\mathbb{R}^n$ symbol $\prod_{e=\bar{a}}^{\bar{b}} A(i)$ denotes $A(m)A(m-1)...A(k)$. We say that a permutation $\sigma$ preserves UES if for any UES system (11), system (13) is UES. Finally, we say that a permutation $\sigma$ preserves Bohl exponent if for all bounded sequence $A = (A(k))_{k \in \mathbb{N}}$

$$\beta(A) = \beta_\sigma(A),$$

where $\beta_\sigma(A)$ is the Bohl exponent of (13). Because for all complex $z$ we have $\beta(zA) = |z| \beta(A)$, then from Theorem 3.3 we see that $\sigma$ preserves UES if and only if $\sigma$ preserves Bohl exponent.

**Theorem 6** [69]. If

$$\lim_{k, m \to \infty} \frac{k_{\sigma}(k, m)}{m-k} = 0,$$

(14)
then $\sigma$ preserves UES.

**Theorem 7** [69]. If $\sigma$ preserves UES, then

$$\lim_{k, m \to \infty} \frac{k_{\sigma}(k, m)}{m-k} = 0.$$  

(15)

If the matrices $(A(k))_{k \in \mathbb{N}}$ commute, then all the steps in the proof of Theorem 6 in [69] may be repeated with ordered interval replaced by intervals and therefore, the following statement is true.

**Corollary 1.** A permutation $\sigma$ preserves UES of all systems (11) with commuting operators $(A(k))_{k \in \mathbb{N}}$ if and only if it satisfies the condition (15).

The last Corollary implies, in particular, that a permutation $\sigma$ preserves UES of all scalar systems (11) if and only if it satisfies the condition (15). Unfortunately, in a general case, neither condition (15) is sufficient nor condition (14) is necessary for permutation $\sigma$ to preserve USE of (11).

4. Controllability. In the literature there are several different definitions for controllability of linear control systems (see e.g. [14]). For the continuous-time linear switched control system the most frequently used definition of controllability is recalled below.

**Definition 4** [18, 19]. System (4) is said to be controllable if for any initial state $x_0$ and any final state $x_f$ there exist a time $t_f > 0$, a switching path $\sigma : [0, t_f] \to \Sigma$ and input $u : [0, t_f] \to \mathbb{R}^p$ such that $x(t_f, \sigma, x_0, u) = x_f$. It is obvious that if one subsystem say $(A_k, B_k)$ is controllable, then linear switched system (4) is controllable. Hence in this paper, we shall investigate the non-trivial situation where each linear subsystem $(A_k, B_k), k \in I$ is not controllable.

For given matrix $n \times p$-dimensional matrix $B$ denote $\text{Im} B = \beta$ and for $n \times n$-dimensional matrix $A$ and a linear subspace $\beta \subset \mathbb{R}^n$, let $\Gamma A/\beta \subset \mathbb{R}^n$ denote the minimal
A-invariant linear subspace that contains linear subspace \( B \), i.e. \([18]\),
\[
\Gamma_A\beta = \beta + A\beta + \ldots A^{n-1}\beta.
\]
This operation can be defined recursively as follows
\[
\Gamma_A\Gamma_C\beta = \Gamma_A (\Gamma_C\beta).
\]

Following \([18]\) let us introduce the notations:
\[
D_k = \sum_{j=0}^{j=n-1} A_k^j \text{Im} \, B_k \quad \text{for} \quad k \in I,
\]
where \( \text{Im} \, B_k \subset \mathbb{R}^n \) represents the range space of the given matrix \( B_k \).

Let us define recursively the nested linear subspaces in the state space \( \mathbb{R}^n \) for system (4) as follows
\[
V_1 = D_1 + \ldots + D_m
\]
\[
V_{j+1} = \Gamma_{A_1}V_j + \ldots + \Gamma_{A_m}V_j \quad \text{for} \quad j = 1, 2, \ldots\]
and finally
\[
V = \sum_{j=1}^{j=\infty} V_j.
\]

The linear space \( V \) plays very important role in controllability problems and in fact it is the controllable set for the switched linear control system (4). Hence, we have the following necessary and sufficient condition for controllability.

**Theorem 8** \([18,70]\). The switched linear continuous-time control system (4) is controllable if and only if
\[
V = \mathbb{R}^n.
\]

**Remark 1.** Computational aspects for a procedure to calculate the linear space \( V \) can be found in the paper \([18]\). However, it requires large computational effort if the dimensions \( n \) and \( m \) are relatively large.

Similarly as in the case of standard linear control systems \([14]\), for linear switched control system (4) it is possible to define controllability matrix \([18,70]\),
\[
C (A_1, \ldots, A_m, B_1, \ldots, B_m) = [B_1, B_2, \ldots, B_m,
A_1B_1, A_2B_1, \ldots, A_mB_1, A_1B_m, A_2B_m, \ldots,
A_mB_m, A_1^2B_1, A_2A_1B_1, \ldots, A_mA_1B_1, A_1A_2B_1,
A_2^2B_1, \ldots, A_mA_2B_1, \ldots, A_1A_mB_m, A_2A_mB_m, \ldots
A_2^mB_m, \ldots, A_1^{n-1}B_1, A_2A_1^{n-2}B_1, \ldots, A_mA_2A_1^{n-3}B_1,
\ldots, A_1A_2^{n-2}B_m, A_2A_1^{n-2}B_m, \ldots, A_1^{n-1}B_m]
\]

Controllability matrix \( C (A_1, \ldots, A_m, B_1, \ldots, B_m) \) is a very useful tool in controllability investigation for various types linear control systems \([14]\). Thus we can formulate necessary and sufficient for controllability.

**Theorem 9** \([18,70]\). The switched linear control system (4) is controllable if and only if controllability matrix has full row rank \( n \).

Taking into account topological properties of matrices from the above Theorem immediately follows Corollary given below.

**Corollary 2** \([18]\). The switched linear control system (4) is controllable if and only if
\[
\text{Im} \, C (A_1, \ldots, A_m, B_1, \ldots, B_m) = \mathbb{R}^n.
\]

**Remark 2.** From the above Theorem and the form of controllability matrix \( C (A_1, \ldots, A_m, B_1, \ldots, B_m) \) it follows that controllability concept is invariant under re-arrangement of the matrices \( A_k \) and \( B_k \) for \( k \in I \).

**Remark 3.** For a non-switched standard linear system \((A, B)\), the above Theorem degenerates to the well-known Kalman controllability condition \([14]\).

**Remark 4.** It should be notice, that similarly as in standard control systems \([14]\) controllability concept for switched linear control systems is a dual concept for observability \([18]\). Algebraic observability criteria for switched linear control system (4) can be found for example in the paper \([18]\).

**Remark 5.** For the controllable switched system (4) any initial state \( x_0 \) can be transferred to each other state \( x_f \) in finite time \( t_f \). Switching design control problem can be stated as follows: for a given any two states \( x_0 \) and \( x_f \), find a switching path \( \sigma \) and control input \( u \) to steer the system from \( x_0 \) to \( x_f \) in finite time \( t_f \). Generally, there exist many different controllers making the above transfer. Moreover, it is well known (see e.g. \([14-16]\)) that for standard linear control systems the design control problem is strongly related to so-called minimum energy control problem.

**4.1. Structural controllability.** The traditional controllability concept can be extended for so-called structural controllability, which may be more reasonable in case of uncertainties \([20]\). It should be pointed out, that in practice most of system parameter values are difficult to identify and are known only to certain approximations. Thus structural controllability which is independent on a specific value of unknown parameters are of particular interest. Roughly speaking, switched linear system is said to be structurally controllable if one can find a set of values for the free parameters such that the corresponding switched system is controllable in the standard sense \([14,20]\).

In view of the structural controllability consideration for the switched linear control system (4) the elements of all the matrices \((A_1, B_1, A_2, B_2, \ldots, A_m, B_m)\) are either fixed zero or free independent parameters. Such matrices are structured matrices. Thus, for structured matrices fixing numerically all free parameters at some particular values we obtain matrices which are called admissible numerical realization.

**Definition 5** \([20]\). The switched linear system (4) is said to be structurally controllable if and only if there exists at least one admissible numerical realization such that the corresponding switched linear system is controllable in the usual sense.
In order to present structural controllability condition it is necessary to introduce the algebraic concept of so-called generic rank for the structured matrix.

**Definition 6** [20]. The generic rank shortly denoted as $g$-rank of a structured matrix is defined to be the maximal rank that matrix achieves as a function of its free parameters.

**Theorem 10** [20]. The switched linear control system (4) is structurally controllable if and only if

$$g - \text{rank}(C(A_1, \ldots, A_m, B_1, \ldots, B_m)) = n.$$

**Remark 6.** It is well known that structural controllability conditions for the switched linear control system (4) can be also formulated using quite general theory of graphs and the concept of irreducible matrices [20].

Structural controllability of switched linear control system (4) is strongly related to numerical computations of distance from a given controllable switched linear control system to the nearest an uncontrollable one [21].

First of all let us observe, that from algebraic characterization of controllability and structural controllability immediately follows that controllability is a generic property in the space of matrices defining such systems [14, 20, 21]. Therefore, the set of controllable switched systems is an open and dense subset. Hence, it is important to know how far a controllable switched system is from the nearest uncontrollable switched system. This is specially important for switched systems with matrices whose coefficients are given with some parameter uncertainty.

Explicit bound for the distance between a controllable switched linear control system (4) to the closed set of uncontrollable switched linear control system can be obtained using special norm defined for the set of matrices and singular value decomposition for structured controllability matrix [21].

### 4.2. Discrete-time switched systems

Controllability of various discrete-time linear control systems has been considered in many publications (see e.g. monograph [14] for the list of references). It is important to note, that discrete-time switched linear control system (3) is a special case of general standard linear discrete-time control systems with variable matrices. Controllability of these discrete systems was considered for example in the monograph [14] and in the papers [71] and [72]. However, for simplicity of consideration it is assumed that discrete-time switched control system (3) is reversible [17].

**Definition 7** [17]. The discrete-time switched control system (3) is said to be reversible, if all matrices $A_i$, $i = 1, 2, \ldots, m$ are nonsingular.

It should be mentioned that any causal discrete-time switched system can be realized with a reversible state variable representation. Accordingly, reversible system representation is very general and applicable to a large class of systems.

**Definition 8** [17]. The discrete-time switched linear control system (3) is said to be controllable if for any initial state $x_0$ and any final state $x_f$ there exist a time instant $k > 0$, a switching path $\sigma : [0, k - 1] \rightarrow I$ and inputs $u : [0, k - 1] \rightarrow \mathbb{R}^p$ such that $x(k; \sigma, x_0, u) = x_f$.

Similarly as for continuous-time switched linear control systems (4), controllability of reversible switched linear discrete-time control system (3) can be analyzed using controllability matrix defined in previous section. Thus we have the following necessary and sufficient condition for controllability.

**Theorem 11** [17]. The reversible switched linear discrete-time control system (3) is controllable if and only if controllability matrix $C(A_1, \ldots, A_m, B_1, \ldots, B_m)$ has full row rank $n$.

**Remark 7.** The controllability condition given in the above Theorem is pure algebraic. However, it should be pointed out that using notation and methods taken directly from linear algebra, it is possible to formulate geometric criteria for controllability of linear discrete switched system (3) similar to those in a continuous case.

**Remark 8.** It should be stressed that for a non-switched standard linear control system $(A, B)$, the above theorem degenerates to the well-known necessary and sufficient geometric criterion for controllability

$$\text{im}B + A \text{im} B + \ldots + A^k \text{im} B + \ldots + A^{n-1} \text{im} B = \mathbb{R}^n,$$

which is equivalent to the Kalman-type rank condition [14, 71, 72].

**Remark 9.** It should be notice, that similarly as in standard discrete time control systems [14, 71, 72] the controllability concept for switched linear control systems is a dual concept for observability [17]. Algebraic observability criteria for discrete switched linear control system (3) can be found for the example in the paper [17].

**Remark 10.** For the controllable discrete linear switched system (3) any initial state $x_0$ can be transferred to each other state $x_f$ in finite time $t_f$. Switching design control problem can be stated as follows: for a given any two states $x_0$ and $x_f$, find a switching path $\sigma$ and control input $u$ to steer the system from $x_0$ to $x_f$ in finite time $t_f$. Generally, there exist many different controls making the above transfer. Moreover, it is well known (see e.g. [14, 71, 72]) that for standard discrete control systems the design control problem is strongly related to so-called minimum energy control problem.

### 5. Conclusions

Stability and controllability problems for different types of dynamical systems require the application of numerous mathematical concepts and methods taken directly from differential geometry, functional analysis, topology, the matrix analysis and theory of ordinary and partial differential equations and the theory of difference equations. It should be pointed out, that the state-space models of dynamical systems provide a robust and universal method for studying stability and controllability of various classes of systems. In the paper, using the state-space approach, a survey of recent results both for stability and controllability of linear systems is presented.
finite-dimensional stationary switched dynamical systems has been presented. Moreover, many remarks and comments on the relationships to the literature have been given and discussed.

Finally, it should be stressed, that there are numerous open problems both for stability and controllability concepts for special types of switched dynamical systems. For example, it should be pointed out, that up to present time the most literature on controllability problems has been mainly concerned with unconstrained admissible controls and without delays in the state variables or in the controls. Therefore, in the future works the special attention should be paid on these interesting open problems to obtain results similar to these from [73]. Also, it would be very interesting to extend the reported results on fractional order systems [74] or positive systems [75].
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