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Algorithms optimization for the image processing and analysis by constructing parallel solutions

Abstract: This paper presents a concept of parallel programming in the context of image analysis and processing algorithms. It demonstrates an exact implementation of the issue of image filtration using the Microsoft .NET framework and the C# language. All technical aspects were subject to analysis. Presented are both theoretical considerations and nuances of implementation. An experiment was also conducted which consisted in the creation of an appropriate program to demonstrate an example noise filter and the recording of performance time in the case of synchronous and parallel execution. The solution analysis was tested on a typical, average laptop and a server with high computing power. The results unanimously show that applying parallel algorithms can significantly improve the effectiveness of the hardware used.
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1. Introduction

With the development of hardware capabilities comes the constantly increasing importance of perfecting the algorithms used. It might seem that, having increasingly powerful computers at one's disposal, the quality of constructed algorithms is no longer as significant. However we are dealing with the exact opposite phenomenon. Because the quantity of aggregated and analysed data is steadily increasing, there is an unending need for the optimisation of existing solutions. On the other hand we have been observing for decades a steady increase in computing power, however for more than ten years the primary method of increasing computing power has been the placement of increasingly numerous cores within a single central processing unit (CPU), enabling simultaneous computation. Even now the standard is computers capable of performing computations in 8 or 16 threads. Even popular game consoles (Xbox, PS) enable the use of multithread algorithms. The subject matter of parallel programming grows in significance, however the lack of appropriate algorithms is noticeable. The vast majority of scientific papers deals with theoretical matters, omitting aspects of implementation. Very infrequently can flowcharts be found, let alone pieces of source code. In the case of asynchronous algorithms the situation is even worse and left entirely to the audience.
The field of image processing and analysis develops at a very quick pace. A significant factor affecting it is certainly the development of technology enabling the acquisition of multiple high quality images over a short period of time. Also the applications of image analysis and processing are very wide: from facial and smile recognition in digital cameras, controlling a console or computer with the Kinect device to life-saving and military applications in unmanned aircraft assisting searches of difficult to reach areas.

Only a few years ago the mindset of „Power is free, but transistors are expensive” was very common, but now it seems to be closer to the truth that „Power is expensive, but transistors are »free«. That is, we can put more transistors on a chip than we have the power to turn on”[1].

Combining the above observations one can easily reach the conclusion that one of the best ways of shortening the time of image processing will be modifying existing algorithms so that they use as efficiently as possible the computing power of the computers available.

In this paper I would like to present the notion of parallel programming in the context of image analysis and processing algorithms. As an example I would like to demonstrate the implementation of a parallelised image filtration done using the Microsoft .NET framework and the C# language. In the end I will present the results of an experiment demonstrating the expected increase in efficiency.

2. Problem outline

Before jumping into details one should consider the main issues and problems. Realising any task in a multithread fashion requires answering a few standard questions, e.g.

- How to divide the main problem into multiple smaller subtasks.
- How numerous the subtasks should be.
- How will the subtasks be performed, both in the technological context (what implementation provided by the environment or operating system should be used) as well as the algorithmic context (how to divide the main tasks into subtasks so that the division is not computationally too complex and how to combine the results).
- What technical synchronisation mechanisms should be used to prevent negative effects of competition and to guarantee data consistency.

The above issues are universal enough that they are analysed in various forms in most papers and courses [2-7]. In the subsequent part of this paper an attempt is made to answer the above questions, and the best practices in the context of the solutions offered by the .NET framework and C# language are presented. The topic of parallel image processing has been subject to scientific consideration for many years. Papers worth recommending include [8-9]. However, in this paper I wish to present one specific implementation of the problem, along with detailed experiment results.

3. Detailed description of the solution

In the realisation of any multithread problem five elements can be specified:

a) Image processing variable initialisation block,
b) Multithread programming variable initialisation block,
c) Dividing the task into separate subtasks and assigning control to separate threads,

d) Awaiting completion of processing by all threads and analysis of returned results,

e) Disposing resources.

In the simultaneous concept elements b) and d) were absent, whereas c) was heavily modified. Taking into account the above considerations it is possible to create a prototype of a method which would realise all five elements. This method might assume as one of the input parameters a delegate (function pointer) realising a specific implementation of the appropriate effect realised within a subtask. At this stage the specificity of the realised problem does not yet matter. The exact same steps need to be taken in image analysis as well as analysis of other problems.

Listing 1 presents an example implementation of a method realising any image filter in a multithread fashion. As input parameters a bitmap of the original image, a function pointer realising a single instruction block and an additional parameter controlling the realised effect are provided. Obviously, when creating specific solutions one may opt out of providing a function pointer or specific execution parameters, however, then we lose the generic nature and versatility of the solution.

```java
private static Bitmap AnyMultiThreadsFilter(
    Bitmap bitmapIn,
    WaitCallback filterProcedure,
    int maskSize)
{
    // 1. Image processing variable initialisation block

    // 2. Multithread programming variable initialisation block

    // 3. Dividing the task into separate subtasks and assigning control to separate threads

    // 4. Awaiting completion of processing by all threads and analysis of returned results

    // 5. Disposing resources
}

Listing 1. Elements of multithread image processing realisation
```

When reading the presented listing it is worth noting that variable initialisation has been divided into two areas. In the case of multithread programming we need to prepare mechanisms of code synchronisation [10-11]. In the case of both multithread and distributed programming the ability to return to synchronous (single-thread) processing is a vitally important element. One of the solutions that can be used at this point is a Blockade [12-13]. It is a construction which enables the halting of the main thread functioning until all side threads are confirmed ready for further work (or reach a defined point).

As stated earlier, the initial task is to declare and initialise the variables related to both image processing and subtask synchronisation. For the covered example this is shown on listing 2.
1. Image processing variable initialisation block

```csharp
Bitmap bitmapOut = new Bitmap(bitmapIn.Width, bitmapIn.Height, PixelFormat.Format24bppRgb);
BitmapData bmInData = bitmapIn.LockBits(new Rectangle(0, 0, bitmapIn.Width, bitmapIn.Height), ImageLockMode.ReadWrite, PixelFormat.Format24bppRgb);
BitmapData bmOutData = bitmapOut.LockBits(new Rectangle(0, 0, bitmapOut.Width, bitmapOut.Height), ImageLockMode.ReadWrite, PixelFormat.Format24bppRgb);

int stride = bmWeData.Stride;
IntPtr scanIn = bmWeData.Scan0;
IntPtr scanOut = bmWyData.Scan0;

int width = bitmapIn.Width;
int height = bitmapIn.Height;

int threadsCount = Environment.ProcessorCount;
```

2. Multithread programming variable initialisation block

```csharp
_waitHandles = new WaitHandle[threadsCount];
for (int i = 0; i<threadsCount; i++)
_waitHandles[i] = new AutoResetEvent(false);
```

Listing 2. Variable initialisation

Applying the .NET framework we have access to implementing a thread queue (ThreadPool class [14]). This is an exceptionally convenient solution, as it enables simple management of a group of threads. Simultaneously, any burdens resulting from the need to secure memory for new system objects have been limited to the absolute minimum. This is shown on listing 3.

```csharp
3. Dividing the task into separate subtasks and assigning control to separate threads

for (int i = 0; i<threadsCount; i++)
{
    ThreadPool.QueueUserWorkItem(filterProcedure, new {
        yStart = i * height / threadsCount,
        yStop = (i + 1) * height / threadsCount,
        width, stride, maskSize, scanIn, scanOut, waitHandle = _waitHandles[i]
    });
}
```

Listing 3: Task division and assigning control to separate threads
In the case of filters the creation of parallel algorithms is quite a charming task. The answer to the question of how many threads should be used and how to divide the image is usually obvious. To maximally utilise the computing power of the central processing unit (CPU) one should divide the image into as many parts as there are available cores. This means that each core will be responsible for the execution of one subtask. Figure 1 (The original “Lena” image is available as part of the USC SIPI Image Database) shows an example of dividing the analysed image. The image has been divided into four strips of similar size. It has been empirically tried and tested by author and it is easily shown through theoretical consideration that any other division is less optimal. Of course these are just theoretical considerations, in the real world we deal with significant factors of uncertainty and indeterminism. The covered situation assumes that the operating system aims to balance the load of each core and a single core being overloaded is a rare occurrence. Furthermore, an analysis of the individual cores' workload is of little help. The situation may change so dynamically that any estimates made before initiating the main computations can become irrelevant afterwards. Using the ThreadPool class we can rest assured that Microsoft .NET Framework takes care of proper subtask distribution. As per documentation, upon adding to the thread pool, the tasks are initiated with no further delay [14]. As an alternative to the ThreadPool class, use of the Task class can also be considered, as it offers very similar capabilities [15].

Figure 1. Dividing the object into four areas

Figure 2 shows a screenshot of the Task Manager during the execution of example computations. It is a distinctive element that for a short moment in time all cores were working at maximum load. The screenshot comes from a machine with the following CPU specification: Intel Xeon E5-2667 @2.9 GHz (2 processors), RAM: 32GB, OS: Windows Server 2008R2 Standard.
The final elements left to perform are the awaiting of the main thread for the realisation of all side tasks (listing 4) and the freeing of resources and returning of results (listing 5).

Figure 2: Simultaneous use of all available cores

```
4. Awaiting completion of processing by all threads and analysis of returned results

foreach (WaitHandle waitHandle in _waitHandles)
{
    waitHandle.WaitOne();
}
```

Listing 4. Blockade awaiting the completion of work by all threads

```
5. Disposing resources

bitmapOut.UnlockBits(bmOutData);
bitmapIn.UnlockBits(bmInData);
return bitmapOut;
```

Listing 5. Disposing resources and returning results
Furthermore, to get a complete view of the problem and to simplify future implementations, listing 6 shows a skeleton of the function responsible for the execution of a subtask. The last line of the method is very important. It contains an instruction which enables notifying the main thread of work completion in the subtask.

```csharp
private static void KuwaharaFilterThreating(Object obj)
{
    Type anonymousType = obj.GetType();

    int yStart = (int)anonymousType.GetProperty("yStart").GetValue(obj, null);
    int yStop = (int)anonymousType.GetProperty("yStop").GetValue(obj, null);
    int width = (int)anonymousType.GetProperty("width").GetValue(obj, null);
    int stride = (int)anonymousType.GetProperty("stride").GetValue(obj, null);
    int maskSize = (int)anonymousType.GetProperty("maskSize").GetValue(obj, null);
    IntPtr scanIn = (IntPtr)anonymousType.GetProperty("scanIn").GetValue(obj, null);
    IntPtr scanOut = (IntPtr)anonymousType.GetProperty("scanOut").GetValue(obj, null);
    AutoResetEvent waitHandle
        = (AutoResetEvent)anonymousType.GetProperty("waitHandle").GetValue(obj, null);

    waitHandle.Set();
}
```

Listing 6. Skeleton of a subtask processing method

4. Experiment

For the purposes of this paper an experiment was conducted, consisting in the creation of a program illustrating an example noise reduction filter (KuwaharaFilter [16]) and recording of runtimes for synchronous execution (single thread) and parallel execution (thread count depending on technical hardware capability).

To achieve even more interesting results, the demonstrated solutions were tested on both an average, ordinary laptop (CPU: Intel Core i5-3210M @2.50GHz, RAM: 6GB) and a server (CPU: Intel Xeon ES-2667 @ 2.90GHz, 2 processors, RAM: 32GB). In the experiment the filter window size was set to 7x7 and 23x23. Quite large images were used, at a resolution of 4256x2820 (12MP). Using less demanding settings meant that some of the computation times balanced on the edge of statistical error and the constant load of the CPU could impact the results. The experiment results are shown in Table 1. In 1-10 rows were placed particular results of the experiment while the two last rows provide cumulated results: the mean and standard deviation. It was carried out only 10 repetitions, but obtained concentration of results (based on standard deviations) leads to the conclusion that the received results are reliable and representative. For time measurement was used the built in .NET Framework System.Diagnostics.Stopwatch class which allows to perform accurate execution elapsed times.
Table 1. Runtime comparison of synchronous and parallel executions (in milliseconds)

<table>
<thead>
<tr>
<th>Mask size</th>
<th>Server</th>
<th>Laptop</th>
</tr>
</thead>
<tbody>
<tr>
<td>23x23</td>
<td>7x7</td>
<td>23x23</td>
</tr>
<tr>
<td>Threads count</td>
<td>12 threads</td>
<td>1 thread</td>
</tr>
<tr>
<td>1</td>
<td>7919</td>
<td>59789</td>
</tr>
<tr>
<td>2</td>
<td>7940</td>
<td>59815</td>
</tr>
<tr>
<td>3</td>
<td>6481</td>
<td>59841</td>
</tr>
<tr>
<td>4</td>
<td>5658</td>
<td>59738</td>
</tr>
<tr>
<td>5</td>
<td>7118</td>
<td>59764</td>
</tr>
<tr>
<td>6</td>
<td>5669</td>
<td>59801</td>
</tr>
<tr>
<td>7</td>
<td>5358</td>
<td>59804</td>
</tr>
<tr>
<td>8</td>
<td>7785</td>
<td>59837</td>
</tr>
<tr>
<td>9</td>
<td>6365</td>
<td>59841</td>
</tr>
<tr>
<td>10</td>
<td>6666</td>
<td>59794</td>
</tr>
<tr>
<td>AVG</td>
<td>6696</td>
<td>59802</td>
</tr>
<tr>
<td>STD</td>
<td>881,31</td>
<td>33,39</td>
</tr>
</tbody>
</table>

5. Conclusions

It is easy to see that the increase in efficiency is significant. The case of the server solution resulted in a nearly 9-fold increase in efficiency (in the case of a 23x23 filter window) or over 10-fold (in the case of a 7x7 filter window). The weaker machine gave a less spectacular result of merely double efficiency. This leads to the obvious conclusion that with an increase of the core count the total solution efficiency also increases. In calculating the hypothetical efficiency growth Amdahl's law [17] can be used. It clearly shows that when creating a parallel version of the standard algorithms one cannot expect a linear increase of the performance. It is worth noting at this point the runtime in the case of the single core. One can conclude that if the software used is not adjusted to use multiple cores, then a purchase of a powerful hardware solution is not economically sound.

In the situation where we have the hardware capability, we should always consider transforming computationally complex portions of code so as to optimally utilise the processor architecture. One should keep in mind that not for all algorithms a parallel version can be developed. It should also be considered if it would bring any sizeable gain. The problem of subtask synchronisation can significantly impact the final appraisal of the improved solution.

It should also be noted that there exists the possibility of creating even more
efficient software (especially in the field of image processing or mathematical modelling). Using a graphics processing unit (GPU) and graphics libraries such as OpenGL or DirectX one can obtain much better results. However, this is a completely different technology, designed to solve entirely different issues, but which requires analysing similar problems. The most difficult problem is still the transformation of a synchronous algorithm into its asynchronous version.
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