In this paper a new method of handwritten signatures verification has been proposed. This method, for each signature, creates complex features which are describing this signature. These features are based on dependencies analysis between dynamic features registered by tablets. These complex features are then used to create vectors describing the signature. Elements of these vectors are calculated using measures proposed in this work. The similarity between signatures is assessed by determining the similarity of vectors in the compared signatures. Research, whose results will be presented in the further part of this work, have shown a high efficiency of verification using proposed method.

1. INTRODUCTION

The gap in security issues, which occurred in the computerization and automation era, is filled by biometric methods. A natural, reliable and very effective solution to these problems can be found in biometrics. It is possible to accurately and clearly identify a person by using partially or fully automated human recognition schemes on the basis of personal biological features. Biometrics can be defined as the use of physiological or behavioral characteristics for identification purposes. Physiological biometrics includes data derived directly from the measurement of any part of the human body e.g. fingerprints, iris, retina or the shape of the face. Among various behavioral characteristics that can be measured, signature is recognized as one of the most reliable, unique, undeniable, and unchanging characteristic for identifying persons. Behavioral biometrics, in turn, analyzes the data, which records the mode of a person’s behavior, such as manner of speaking or signature dynamics [9], [14].

Hand-written signature constitutes one of the most popular biometric methods. It is commonly used, because of the ease of obtaining signatures as well as its legal and social acceptance [5], [6]. This method has been used for many years, inter alia in forensics, document authentication, and bank transactions authorization.

Data collection process within a signature recognition process can be divided into two categories: static and dynamic. The static system collects data using off-line devices [13]. A signature is put on the paper, and then is converted into a digital form with the use of a scanner or a digital camera. In this case, the shape of the signature is the only data source, without the possibility of using dynamic data. On the other hand, dynamic systems use on-line devices, which register, apart from the image of the signature, also dynamic data connected with it.
A tablet is an example of such device. Having the dynamic features values, it is possible to model the dynamics of pen movements when writing. The dynamics of writing is difficult to be forged, as it is a feature that is individual for each person. The analysis of acquired signature features allows either for its verification or for its identification. At present, there are many signature recognition techniques, including methods based on neural networks [16], Hidden Markov Models (HMM) [18], fuzzy sets [10], statistic computations [3], [8], [11], etc. In this work a new method has been proposed, which is based on using a completely new features, called "complex features", for signature verification.

2. METHOD DESCRIPTION

The method proposed in this work uses a new kind of dynamic features describing these signatures. Features, called "complex features", are created based on dependencies analysis between basic features, recorded by a tablet. Additionally, the proposed method eliminates the need for normalizing the length of analyzed signatures, which is required for some of methods known in the literature [17].

The algorithm proposed in this paper may be described by the following steps:
- feature extraction - extraction of the basic signature features using a tablet,
- complex feature creation - establishing new, complex features on the basis of simple features,
- creation of the vector $W$ - establishing a vector describing the signature using complex features,
- signature verification - signature verification using previously established $W$ vectors.

2.1. FEATURE EXTRACTION

By using tablet, a signature $S$ can be represented by the set of $n$ points:

$$S = \{s_1, s_2, ..., s_n\},$$

where $s_j$ is the $j$-th point of the signature $S$, $n$ is the number of signature points.

Figure 1 presents the set of discrete points of signature captured by tablet.

During a signing process the tablet is capable to measure in each point of signature many dynamics features. This implies that there is a feature vector $s_j$ associated with each $j$-th point $s_j$ of signature $S$:

$$s_j \rightarrow s_j, \text{ where } s_j = [f_{1,j}, f_{2,j}, ..., f_{m,j}]^T, j = 1, .., n,$$

where $f_{i,j}$ is the value of $i$-th feature registered in the $j$-th point $s_j$ of the signature $S$, $m$ is the number of all features recorded in each point of the signature.
Taking into account the all features, the signature $S$ can be described by the elements of the matrix $S$:

$$ S = \begin{bmatrix} f_{1,1} & f_{1,2} & \cdots & f_{1,n} \\ f_{2,1} & f_{2,2} & \cdots & f_{2,n} \\ \vdots & \vdots & \ddots & \vdots \\ f_{m,1} & f_{m,2} & \cdots & f_{m,n} \end{bmatrix}. $$ (3)

### 2.2. COMPLEX FEATURE CREATION

In the next stage of the method new complex features of the signature are established. These features are established by determining dependencies between dynamic features. Method of establishing complex features has two stages. In the first stage the individual columns of matrix $S$ are assigned to one of two matrices, denoted as $S^{(1)}$ and $S^{(2)}$. Assignment is based on analysis of the feature value, registered in $i$-th row of analyzed column of matrix $S$. All columns have to be assigned using values from the same row. If value of the analyzed feature is lower than or equal to the threshold value $Tr_i$ then the column is assigned to the matrix $S^{(1)}$, in the other case it is assigned to the matrix $S^{(2)}$.

$$ S^{(1)} = \{ s_j \in S : f_{i,j} \leq Tr_i \}, \quad S^{(2)} = \{ s_j \in S : f_{i,j} > Tr_i \}, $$ (4)

where $i \in \{1, \ldots, m\}$, $j = 1, \ldots, n$ and $s_i = [f_{i,1}, f_{i,2}, \cdots, f_{i,n}]^T$.

The threshold value $Tr_i$ is assumed to be an average value of all elements of the $i$-th row:

$$ Tr_i = \frac{1}{n} \sum_{j=1}^{n} f_{i,j}, \quad f_{i,j} \in S, \quad i \in \{1, \ldots, m\}. $$ (5)

The methodology of assigning points of signature to matrices $S^{(1)}$ and $S^{(2)}$ has been illustrated in figures 2a-b. Figure 2a) shows an example of signature containing $n = 104$ points. Figure 2b) shows values of a dynamic feature (in the presented case it is the pressure of the pen on a tablet surface) registered in following $n = 104$ points of the signature. Additionally, an average value of $Tr_i$, obtained from values of all points, has been marked on the graph.

![Fig. 2. The methodology of assigning points of signature to matrices $S^{(1)}$ and $S^{(2)}$. a) a signature consisting of $n=104$ points, b) a graph of pen pressure feature value with the line representing an average value of the feature.](image)

As it shows in the figure 2b) individual points of the signature have been registered with a various pen pressure. The analysis of the pen pressure value of the first three points of the signature indicates that it is lower than the average value $Tr_i$, and thus these points have been assigned to the matrix $S^{(1)}$. The result of the classification of all three points has been shown in Figure 3. Points of signature assigned to the matrix $S^{(1)}$ have been marked with white color, while points assigned to the matrix $S^{(2)}$ have been marked with black color.
The exemplary establishing matrices $S^{(1)}$ and $S^{(2)}$ from matrix $S$ have been shown in the Figure 4.

![Matrix Establishment](image)

**Fig. 4.** The rules of establishing matrices $S^{(1)}$ and $S^{(2)}$.

As a result of assigning all the points of signature $S$ we obtain the following matrices:

\[
S^{(1)} = \begin{bmatrix} f_{1,1}^{(1)} & f_{1,2}^{(1)} & \cdots & f_{1,l}^{(1)} \\ f_{2,1}^{(1)} & f_{2,2}^{(1)} & \cdots & f_{2,l}^{(1)} \\ \vdots & \vdots & \ddots & \vdots \\ f_{m,1}^{(1)} & f_{m,2}^{(1)} & \cdots & f_{m,l}^{(1)} \end{bmatrix}, \quad S^{(2)} = \begin{bmatrix} f_{1,1}^{(2)} & f_{1,2}^{(2)} & \cdots & f_{1,l}^{(2)} \\ f_{2,1}^{(2)} & f_{2,2}^{(2)} & \cdots & f_{2,l}^{(2)} \\ \vdots & \vdots & \ddots & \vdots \\ f_{m,1}^{(2)} & f_{m,2}^{(2)} & \cdots & f_{m,l}^{(2)} \end{bmatrix},
\]

(6)

where $f_{i,j}^{(1)}$, $f_{i,j}^{(2)}$ is the $i$-th feature in the $j$-th column of the corresponding matrices $S^{(1)}$ or $S^{(2)}$, $k$ is the column count of the matrix $S^{(1)}$, $l$ is the column count of the matrix $S^{(2)}$. Matrices $S^{(1)}$ and $S^{(2)}$ have the same row count. Column count in these matrices may be different, but their sum have to be equal to column count of matrix $S$.

Establishing $S^{(1)}$ and $S^{(2)}$ ends the first stage of obtaining the complex features of a signature. In the following stage a single row is selected from each of the matrices $S^{(1)}$ and $S^{(2)}$. The number of selected row in both matrices $S^{(1)}$ and $S^{(2)}$ has to be the same. Selected $i$-th row of the matrix $S^{(1)}$ creates a vector of a complex feature $FS_i^{(1)}$, and by analogue a row of the matrix $S^{(2)}$ is used for creating a vector of a complex feature $FS_i^{(2)}$.

\[
FS_i^{(1)} = \begin{bmatrix} f_{i,1}^{(1)} \\ f_{i,2}^{(1)} \\ \vdots \\ f_{i,l}^{(1)} \end{bmatrix}, \quad FS_i^{(2)} = \begin{bmatrix} f_{i,1}^{(2)} \\ f_{i,2}^{(2)} \\ \vdots \\ f_{i,l}^{(2)} \end{bmatrix},
\]

(7)

$f_{i,j}^{(1)} \in S^{(1)}$, $j = 1, \ldots, k$; $f_{i,j}^{(2)} \in S^{(2)}$, $j = 1, \ldots, l$, $i = 1, \ldots, m$.

Complex features $FS_i^{(1)}$ and $FS_i^{(2)}$ can be represented in a form of graphs. Two exemplary complex features have been presented in Figure 5.
2.3. CREATION OF THE VECTOR $W$

Many methods known from literature require the same length of feature vectors between which a similarity value is to be calculated [17]. This condition is hard to fulfill because even signatures coming from the same person often have different lengths. This implies the need for using methods for length equalization of compared data. Examples of such methods are DTW (Dynamic Time Warping) and FNP (Fixed Number of Points) [12], [17]. Usage of these methods may lead to decrease of verification accuracy [12], [17], [20]. Because of that, in the presented paper, a new method has been proposed. It is achieved by creating for each signature a vector $W = [w_1, w_2, \ldots, w_6]$ describing this signature. Using elements of vectors $W$ processed signatures are classified as genuine or forged. The advantage of using $W$ vectors is the fact that they always have the same length, which does not depend on the length of the signature they describe. This eliminates a need for equalizing lengths of compared signatures.

The vector $W$ consists of six elements. Value of the element $w_1$ from $W$ vector describes dependency between $FS_i^{(1)}$ and $FS_i^{(2)}$ complex features count. If their count is equal, then $w_1 = 1$. Along of a rise of the disproportion of the features count, the value of $w_1$ is decreased. Value of the $w_1$ is calculated in the following way:

$$w_1 = \frac{\min\{k, l\}}{\max\{k, l\}}, \quad w_1 \in [0, 1]. \quad (8)$$

Value of $w_2$ describes a dependency between the greatest values from $FS_i^{(1)}$ and $FS_i^{(2)}$.

$$w_2 = \min \left\{ \frac{\max\{FS_i^{(1)}\}}{\max\{FS_i^{(2)}\}}, \frac{\max\{FS_i^{(2)}\}}{\max\{FS_i^{(1)}\}} \right\}, \quad i \in \{1, \ldots, m\}, \quad w_2 \in [0, 1]. \quad (9)$$

For calculating a value of $w_3$ it is required to determine the index of the greatest value in the vector $FS_i^{(1)}$. The $w_4$ element is calculated in the same way, but using $FS_i^{(2)}$ vector.

$$w_3 = \frac{\arg \max_{j=1,\ldots,k} \{f_{i,j}^{(1)} : f_{i,j}^{(1)} \in FS_i^{(1)}\}}{k}, \quad w_4 = \frac{\arg \max_{j=1,\ldots,l} \{f_{i,j}^{(2)} : f_{i,j}^{(2)} \in FS_i^{(2)}\}}{l}, \quad i \in \{1, \ldots, m\}. \quad (10)$$

The $w_5$ element of the $W$ vector describes a number of the extremes $NE^{(1)}$ determined on the graph of a complex feature $FS_i^{(1)}$. The value of $w_6$ is the number of extremes $NE^{(2)}$ on the graph of a complex feature $FS_i^{(2)}$. For calculating a number of the extremes an algorithm [19] has been used. The number of extremes allows to determine a frequency of value changes in the analyzed feature. Calculated number of extremes is normalized to the range $[0, 1]$.

$$w_5 = \frac{NE^{(1)}}{k}, \quad w_6 = \frac{NE^{(2)}}{l}. \quad (11)$$
2.4. SIGNATURE VERIFICATION

The last element of the proposed method is the signature verification. Verification is done by means of classification of \( W \) vectors calculated for each signature. Proposed method allows usage of almost any available classifier. In the presented work four different classifiers have been tested in their so called "out of box" configuration. All those classifiers were suited to work with such data, but each belongs to a different family of classification algorithms. Also all these classifiers can return so called "support value", which describes a probability that analyzed sample belongs to a given class. The verification stage is preceded by a classifier training stage. Training data consists of \( W \) vectors calculated for genuine as well as forged signatures of a given person. In the result of classification a signature is assigned to one of two classes: genuine signatures or forged signatures.

3. RESEARCH

The effectiveness of the method discussed in this paper was assessed experimentally. The tests were performed using signatures from the MCYT signature database [21]. Proposed classifier has been used in verification mode. The test database included signatures from 100 people. From each individual 12 original signatures and 12 forged signatures were selected randomly from the database. Verification of a test signature has been done by comparing it against a set of 12 genuine and 12 forged signatures of a person being verified. Classification of test signatures has been performed using many classifiers, proven in literature and implemented in the WEKA system [1], [7]:

- Random Forest - forest of random trees (RanF) [2],
- PART - PART decision list (PART) [4],
- \( k \)-Nearest Neighbours Classifier (\( k\)-NN) [15].

During the research an efficiency of verification has been tested. It is based on a complex features created using common and easy to calculate dynamic features. These features were:

- \( \mathbf{V}_x = [v_{x1}, v_{x2}, \ldots, v_{xn}] \) - vector of the horizontal velocity of the pen in successive signature points,
- \( \mathbf{V}_y = [v_{y1}, v_{y2}, \ldots, v_{yn}] \) - vector of the vertical velocity of the pen in successive signature points,
- \( \mathbf{V}_{xy} = [v_{xy1}, v_{xy2}, \ldots, v_{xy_n}] \) - the general pen velocity defined between successive points,
- \( \mathbf{P} = [p_1, p_2, \ldots, p_n] \) - the vector of pressure in successive points of signature,

where: \( n \) - number of signature points.

Thus our \( W \) vector contains four dynamic features in each of the \( i \)-th point of the signature \( S \).

\[
\mathbf{s}_j = [v_{xj}, v_{yj}, v_{xyj}, p_j]^T.
\]

Using four dynamic features \( V_x, V_y, V_{xy}, P \) in the research allowed to create four pairs of matrices \( S^{(1)} \) and \( S^{(2)} \) - each of the pairs has been created using a different feature. Next, from each pair of the matrices, four vectors of the complex features have been created - each vector for a different feature. So in total, during the research, 16 different complex features have been created. The usefulness of each of the features had been experimentally examined. For this purpose \( W \) vectors have been created for each complex feature and used for signature verification. The results obtained are shown in Table 1.

Results presented in Table 1 shows that the best verification accuracy of 96.67% has been achieved when using a complex feature created using two features: \( V_{xy} \) speed and \( V_y \) speed. Definitely the highest classification errors have been achieved when using \( V_x \) feature for creation of complex features. In case of this feature there was no difference whether it was
Table 1. Accuracy [%] achieved using various features and various classifiers.

<table>
<thead>
<tr>
<th>Features used for:</th>
<th>Classifiers</th>
<th>Random Forest</th>
<th>PART</th>
<th>5-NN</th>
<th>1-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>creating matrices</td>
<td>Vx</td>
<td>89.75%</td>
<td>78.67%</td>
<td>91.25%</td>
<td>95.67%</td>
</tr>
<tr>
<td></td>
<td>Vy</td>
<td>94.17%</td>
<td>86.58%</td>
<td>76.08%</td>
<td>87.33%</td>
</tr>
<tr>
<td></td>
<td>Vxy</td>
<td>93.25%</td>
<td>85.83%</td>
<td>95.42%</td>
<td>96.25%</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>89.25%</td>
<td>79.08%</td>
<td>92.00%</td>
<td>94.25%</td>
</tr>
<tr>
<td>creating vectors</td>
<td>Vx</td>
<td>94.25%</td>
<td>85.75%</td>
<td>77.75%</td>
<td>89.58%</td>
</tr>
<tr>
<td>FS&lt;sub&gt;1&lt;/sub&gt; i</td>
<td>Vy</td>
<td>91.75%</td>
<td>87.33%</td>
<td>94.33%</td>
<td>96.00%</td>
</tr>
<tr>
<td>FS&lt;sub&gt;2&lt;/sub&gt; i</td>
<td>Vxy</td>
<td>89.92%</td>
<td>82.25%</td>
<td>91.33%</td>
<td>93.67%</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>93.42%</td>
<td>85.33%</td>
<td>87.67%</td>
<td>93.08%</td>
</tr>
<tr>
<td></td>
<td>Vx</td>
<td>91.58%</td>
<td>81.00%</td>
<td>92.33%</td>
<td>95.58%</td>
</tr>
<tr>
<td></td>
<td>Vy</td>
<td>96.67%</td>
<td>88.50%</td>
<td>90.75%</td>
<td>95.50%</td>
</tr>
<tr>
<td></td>
<td>Vxy</td>
<td>94.33%</td>
<td>83.92%</td>
<td>87.67%</td>
<td>95.17%</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>95.58%</td>
<td>86.08%</td>
<td>75.50%</td>
<td>87.17%</td>
</tr>
<tr>
<td></td>
<td>Vx</td>
<td>93.67%</td>
<td>86.92%</td>
<td>90.25%</td>
<td>95.00%</td>
</tr>
<tr>
<td></td>
<td>Vy</td>
<td>92.42%</td>
<td>83.08%</td>
<td>87.42%</td>
<td>93.17%</td>
</tr>
<tr>
<td></td>
<td>Vxy</td>
<td>94.17%</td>
<td>89.83%</td>
<td>82.25%</td>
<td>90.08%</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>93.75%</td>
<td>85.75%</td>
<td>76.33%</td>
<td>86.17%</td>
</tr>
</tbody>
</table>

used for creating the $S^{(1)}$ and $S^{(2)}$ matrices, or for selecting the $FS_i^{(1)}$ and $FS_i^{(2)}$ vectors from these matrices.

When evaluating an impact of used classifiers to the method efficiency it can be noticed that the best results were achieved when using multinomial variant of Random Forest classifier, where achieved accuracy was equal to 96.67%. Definitely the worst efficiency have been achieved for the PART classifier.

4. CONCLUSIONS

Conducted research have proven a high efficiency of signature verification using the proposed method. Despite the preliminary stage of this research, achieved results can compete with contemporary methods known from the literature. Current research has been conducted using only four features of a signature, but further research may include more signature features recorded by a tablet. Following research also include use of a different classifiers in the process of signature verification, as well as different signature databases for evaluating the method.
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