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Summary

This study presents the algorithm for generating cross-correlated random variables. The algorithm uses the Cholesky decomposition. We discuss the advantages and disadvantages of the algorithm in terms of its application in the type B evaluation of measurement uncertainty. This study considered the determination of uncertainty in measuring the stiffness of machine tools for input variables suspected of having a significant degree of correlation. A strict solution was compared with the solution obtained with the use of the Monte Carlo method.
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1. Introduction

This article was inspired by our observations made during the measurements of stiffness of machine tools at the Institute of Mechanical Technology, the West Pomeranian University of Technology. We noted that the input data obtained at various time intervals (e.g. one-day intervals) and used for the determination of the stiffness coefficient of a machine are subject to random fluctuations. The measurements concerned force and displacement caused by this force. Their
analysis showed a significant cross-correlation which was probably caused by
temperature fluctuations affecting the metrology equipment, i.e. signal
conditioning and data acquisition systems. As the data acquisition and
displacement forces used the same data acquisition card (DAQ), a question arose
whether the correlation resulting from the previously described causes has a
significant effect on measurement uncertainty.

Research stiffness of machine elements are often carried out without the
measurement uncertainty analysis [1, 2]. Before planning an experiment aimed at
experimental determination of the correlation of variables and potential detection
and determination of corrections, it was decided to perform a type B evaluation
of uncertainty of stiffness [3]. This approach saves time and cost of research.
The problem boils down to a proper preparation of simulation before
performing painstaking measurements. The solution is meant to establish whether it
is important and reasonable to take into account correlated variables in the
evaluation of uncertainty in the determination of stiffness of machine tools.

2. Model Generation of correlated random variables
– Cholesky decomposition

The Cholesky decomposition can be used if there is a need to generate several
sequences of correlated random variables [4, 5]. First, we must a priori assume the
correlation coefficient between the variables and arrange them in a symmetric
positive-definite matrix. For example, for three variables (of course there may be
more) we have the following matrix:

\[
K = \begin{bmatrix}
1 & 0.2 & 0.5 \\
0.2 & 1 & 0.9 \\
0.5 & 0.9 & 1
\end{bmatrix}_{sym}
\] (1)

Elements on the main diagonal are equal one, while elements outside the
diagonal are the assumed Pearson correlation coefficients between the variables.
The next step involves the Cholesky decomposition of the matrix \(K\) into the
following product:

\[
K = L^T \cdot L
\] (2)

where: \(L\) is a triangular matrix. After the determination of the matrix \(L\), it is
sufficient to calculate:

\[
S = Z \cdot L
\] (3)

Fig. 1. Matrix of scatter plots by group with the use of the Cholesky decomposition for input data with a rectangular distribution

Fig. 2. Matrix of scatter plots by group with the use of Cholesky decomposition for input data with a normal distribution $N(0,1)$
For example, Fig. 1 and 2 show the visualization of the effects of generating the elements of matrix S for two cases. In the first case, the input data for the matrix Z contain generated pseudo-random sequences of random variables with a rectangular distribution in the range of 0 to 1, and in the second case a variable with a normal distribution $N(0,1)$. The population size was assumed to be 5000. Elements on the main diagonal are histograms of variables obtained at the output of the correlated variables generator with the use of Cholesky decomposition matrix K.

In the type B evaluation of uncertainty measurement one must make assumptions about the type of probability distribution of measurement results [3]. This is particularly important if we do not know the type of probability distribution of measurement errors. In such a situation it is usually assumed that the variables can be characterized by a rectangular distribution. In this study, the generation of variables with the use of the Cholesky decomposition showed that the type of probability distribution of output variables may differ from the distribution of input variables. This is particularly evident in Figure 1, where the conversion of input data with a rectangular distribution into a set of correlated variables results in different types of distributions. If at the input to the algorithm random variables have a normal distribution, at the output correlated variables also have a normal distribution (Fig. 2). Therefore, with regard to type B evaluation of measurement uncertainty, this method has a significant drawback despite its advantageous simplicity; it does not allow a reliable control of probability distribution of the generated correlated variables.

3. Example of measurement uncertainty analysis taking into account correlated variables

3.1. Strict solution

The example illustrates the evaluation of the combined uncertainty of stiffness coefficient $E$ based on the knowledge of the results of measurement of the force $F$ and displacement $\delta$. It is assumed that the maximum permissible errors of input data are known: MPE($F$) = 20 N, MPE($\delta$) = 2 $\mu$m.

$$E = \frac{F}{\delta} = \frac{400}{20} = 20 \frac{N}{\mu m}$$

(4)

With the assumption that input variables are independent and have a rectangular distribution, the combined standard uncertainty would be as follows:
\[
u_c(E) = \sqrt{\left(\frac{1}{\delta}\right)^2 \left(\frac{MPE(F)}{\sqrt{3}}\right)^2 + \left(-\frac{F}{\delta^2}\right)^2 \left(\frac{MPE(\delta)}{\sqrt{3}}\right)^2} = 1.29 \cdot \frac{N}{\mu m} \quad (5)
\]

Taking into account the correlation with the a priori assumed correlation coefficient \(r(F, \delta) = 0.9\), it is:

\[
u_c(E') = \sqrt{\left(\frac{1}{\delta}\right)^2 \left(\frac{MPE(F)}{\sqrt{3}}\right)^2 + \left(-\frac{F}{\delta^2}\right)^2 \left(\frac{MPE(\delta)}{\sqrt{3}}\right)^2 + \left(\frac{F MPE(F)}{\sqrt{3}} \cdot \frac{MPE(\delta)}{\sqrt{3}} \cdot r(F, \delta)\right)^2} = 0.68 \cdot \frac{N}{\mu m} \quad (6)
\]

Therefore the rejection of the correlation of input variables leads to a significant overestimation of uncertainty of the discussed measurement.

### 3.2. Monte Carlo simulation

In the next step, for the case presented in the previous section, measurement uncertainty was determined using the Monte Carlo simulation [6]. The calculations were performed for the variables treated as independent at different numbers of steps \(n = 20, 50, 100, 1000, 5000\) and \(10000\) in loop randomization.

\[
\text{for } i = 1:n \\
\Delta F = \text{rand} \cdot MPE(F) \\
\Delta \delta = \text{rand} \cdot MPE(\delta) \\
E_{i,MC} = \frac{F + \Delta F}{\delta + \Delta \delta} \\
\text{end} \quad (7)
\]

where \(\text{rand}\) is a pseudo-random number from a population with a rectangular distribution with a range from \(-1\) to \(1\); its value at each step of the loop is random regardless of \(F\) and \(\delta\).

In contrast, calculations in loop randomization taking into account the correlation of variables were performed for:

\[
\text{for } i = 1:n \\
\Delta F = Fr_r \cdot MPE(F) \\
\Delta \delta = \delta r_r \cdot MPE(\delta)
\]
\[ E_{i}^{MC_{r}} = \frac{F + \Delta F}{\delta + \Delta \delta} \]

where: \( F_{i} \) and \( \delta_{i} \) – the elements of correlated vectors generated in an algorithm presented in p. 2 for the assumed a priori correlation coefficient \( r(F, \delta) = 0.9 \). The elements of these vectors take values between \(-1\) and \(1\), and have rectangular distributions. Other symbols denote the same as above.

Example results of calculations and percentage differences between a Monte Carlo and strict solution (p. 3.1) for various values are shown in Table 1.

Table 1. The comparison of Monte Carlo and strict solutions in evaluating the uncertainty of stiffness coefficient determination, with or without taking into account the correlation of input variables

<table>
<thead>
<tr>
<th>Parameters of Monte Carlo method</th>
<th>Parameters of Monte Carlo method</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{i} ), N/( \mu )m</td>
<td>20.4</td>
</tr>
<tr>
<td>mean ( \overline{E} ) or ( \overline{E}<em>{MC</em>{r}} )</td>
<td>2</td>
</tr>
<tr>
<td>% difference</td>
<td>2</td>
</tr>
<tr>
<td>standard deviation ( \overline{E} ) or ( \overline{E}<em>{MC</em>{r}} )</td>
<td>1.091</td>
</tr>
<tr>
<td>% difference</td>
<td>-15</td>
</tr>
<tr>
<td>standard deviation ( u_{i}(E) ), N/( \mu )m</td>
<td>0.725</td>
</tr>
<tr>
<td>% difference</td>
<td>6.6</td>
</tr>
</tbody>
</table>

If the differences between Monte Carlo and exact solutions are less than 10\%, the results of calculations are considered to be satisfactory. In this approach, a satisfactory solution was achieved already at 50 repetitions of loop randomization. In the worst case a little over 3\% difference was obtained. A further increase in the number of repetitions in the Monte Carlo simulation did not result in a significant improvement in the accuracy of calculations.

4. Conclusion

The article presents two methods of generating cross-correlated variables for the type B evaluation of measurement uncertainty. In addition to the specific proposals presented in the previous chapters, the whole article can be summarized as follows:

The presented example shows an easy method of determination of analytical solutions for the stiffness coefficient and its measurement uncertainty. The Monte
Carlo simulation was used only as a validation of solutions obtained with the use of correlated input variables.

It should be emphasized that the estimation of stiffness of machine tools often requires considering systems with many degrees of freedom, without a simple analytic dependency for the determination of their stiffness. Therefore for complex computational models, simulations with the use of the randomization methods analyzed in this study seem to be the only appropriate alternative for the estimation of measurement uncertainty. We show their usefulness and accuracy even if cross-correlated variables are included in the analysis.
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