IMPLICIT SCHEME OF THE FINITE DIFFERENCE METHOD
FOR 1D DUAL-PHASE LAG EQUATION
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Abstract. The 1D dual-phase lag equation (DPLE) is solved using the implicit FDM scheme. The dual phase lag equation is the hyperbolic PDE and contains a second order time derivative and higher order mixed derivative in both time and space. The DPLE results from the generalization of the well known Fourier law in which the delay times are taken into account. So, in the equation discussed, two positive parameters appear. They correspond to the relaxation time $\tau_q$ and the thermalization time $\tau_T$. The DPLE finds, among others, the application as the mathematical description of the thermal processes proceeding in the micro-scale. In the paper, the numerical solution of DPLE based on the implicit scheme of the FDM is presented. The authors show that a such an approach in the case of DPLE leads to the unconditionally stable differential scheme.
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1. Introduction

Most typical problems in the field of transient heat conduction proceeding in the macro-scale are sufficiently good described by the well-known Fourier equation (energy equation). The considerations leading to this equation are based on the Fourier law in the form

$$q(x, t) = -\lambda \nabla T(x, t)$$  \hspace{1cm} (1)

where $q$ is a heat flux vector, $\lambda$ is a thermal conductivity, $\nabla T(x, t)$ is a temperature gradient. The dual-phase lag model is based on the generalized form of the Fourier law, namely [1, 2]
\( q(x, t + \tau_q) = -\lambda \nabla T(x, t + \tau_T) \) \hspace{1cm} (2)

where \( \tau_q \) is the relaxation time and \( \tau_T \) is the thermalization time. In the case of metals, both the relaxation and thermalization times are very small and, considering the macro-scale problems, they may be omitted (as in formula (1)). Another situation takes place for the micro-scale heat conduction problems.

When the characteristic length of the domain is comparable to or smaller than the mean free path of heat carriers or the duration of the process is comparable to or less than the relaxation time of the heat carriers, then the Fourier equation leads to erroneous results [3] and the DPL model should be taken into account.

The dual phase lag equation can be written in the form [1-4]

\[
\begin{align*}
\frac{c}{\tau_q} \left( \frac{\partial T(x, t)}{\partial t} + \tau_q \frac{\partial^2 T(x, t)}{\partial t^2} \right) &= \nabla \left[ \lambda \nabla T(x, t) \right] + \tau_T \nabla \left[ \frac{\partial \nabla T(x, t)}{\partial t} \right] \\
+ \frac{\partial Q(x, t)}{\partial t} + \tau_q \frac{\partial Q(x, t)}{\partial t}
\end{align*}
\] \hspace{1cm} (3)

where \( c \) is a volumetric specific heat and \( Q \) is a capacity of internal volumetric heat sources. The equation (3) must be supplemented by the appropriate boundary and initial conditions.

The aim of the considerations presented in this paper is the application of the implicit FDM scheme for the approximate solution of the micro-scale 1D problem (heating of thin metal film) taking into account the presence of internal heat sources. The stability of the differential scheme is also discussed. In the final part of the paper, the example of numerical computations is also shown.

2. Formulation of the problem

Temperature field \( T(x, t) \) in the thin metal film (layer thickness is equal to \( L \)) subjected to the laser action is described here by the dual-phase lag equation in the form

\[
0 < x < L: \quad \frac{\partial T}{\partial t} + \tau_q \frac{\partial^2 T}{\partial t^2} = a \frac{\partial^2 T}{\partial x^2} + \alpha_T \frac{\partial^3 T}{\partial t \partial x^2} + \frac{1}{c} \left( Q + \tau_q \frac{\partial Q}{\partial t} \right)
\] \hspace{1cm} (4)

where \( a = \lambda/c \) is a thermal diffusivity. The laser action can be taken into account by the introduction of internal source function defined as follows \([4, 5]\)

\[
Q = Q(x, t) = \frac{\beta}{\pi} \frac{1-R}{t_p} \delta I_0 \exp \left[ -\frac{x}{\delta} - \beta \frac{(t-t_p)^2}{t_p^2} \right]
\] \hspace{1cm} (5)

where \( I_0 \) is the laser intensity, \( t_p \) is the characteristic time of a laser pulse, \( \delta \) is the absorption depth, \( R \) is the reflectivity of the irradiated surface and \( \beta = 4 \ln2. \)
Introduction of an artificial heat source to the mathematical model of laser heating allows one to assume the no-flux boundary conditions on the surfaces limiting the domain considered

\[ x = 0: \quad q(0, t) = 0, \quad x = L: \quad q(L, t) = 0 \]  

(6)

The initial conditions are also known, meaning

\[ t = 0: \quad T(x, 0) = T_p, \quad \left. \frac{\partial T(x, t)}{\partial t} \right|_{t=0} = w(x) \]  

(7)

where \( T_p \) is the initial temperature of thin film and \( w(x) \) is the initial heating rate.

3. Implicit scheme of the finite difference method

The following approximate form of equation (4) is proposed

\[ \frac{T_{j}^{f} - T_{j}^{f-1}}{\Delta t} + \tau_f \frac{T_{j}^{f} - 2T_{j}^{f-1} + T_{j}^{f-2}}{(\Delta t)^2} = a \frac{T_{j+1}^{f} - 2T_{j}^{f} + T_{j-1}^{f}}{h^2} + \frac{\alpha \tau_f}{\Delta t} \left( \frac{T_{j+1}^{f} - 2T_{j}^{f} + T_{j-1}^{f}}{h^2} - \frac{T_{j+1}^{f-1} - 2T_{j}^{f-1} + T_{j-1}^{f-1}}{h^2} \right) + \frac{1}{c} \left( Q_{j}^{f} + \tau_q \left( \frac{\partial Q}{\partial t} \right)_{j} \right) \]  

(8)

where \( h \) is the grid step and \( \Delta t \) is the time step, \( j \) is the index of the central point of \( \star, f-2, f-1, f \) denotes the successive time levels. The equation (8) can be written in the form

\[ AT_{j+1}^{f} + BT_{j}^{f} + AT_{j-1}^{f} = CT_{j+1}^{f-1} + DT_{j}^{f-1} + ET_{j-1}^{f-1} + \frac{1}{c} \left( Q_{j}^{f} + \tau_q \left( \frac{\partial Q}{\partial t} \right)_{j} \right) \]  

(9)

where

\[ A = -a \frac{(\Delta t + \tau_f)}{h^2 \Delta t}, \quad B = 2a \Delta t \frac{(\Delta t + \tau_f)}{h^2 (\Delta t)^2}, \quad C = -\frac{\alpha \tau_f}{h^2 \Delta t}, \quad D = 2a \Delta t \tau_f + \frac{h^2}{h^2 (\Delta t)^2} \left( \Delta t + 2\tau_q \right), \quad E = -\frac{\tau_q}{(\Delta t)^2} \]  

(10)

In the case of boundary nodes, the following dependence (corresponding to the Neumann boundary condition) should be taken into account [6]
\[ q(x,t) + \tau_q \frac{\partial q(x,t)}{\partial t} = -\lambda \frac{\partial T(x,t)}{\partial x} - \lambda \tau_T \frac{\partial^2 T(x,t)}{\partial t \partial x} \]  

(11)

Thus, for the boundary node 0 one has (c.f. equation (6))

\[ \frac{T_1^f - T_0^f}{\Delta t} + \frac{\tau_v}{\Delta t} \left( \frac{T_1^f - T_0^f}{h} - \frac{T_{1-1}^f - T_{0-1}^f}{h} \right) = 0 \]  

(12)

and then

\[ \left( \Delta t + \tau_v \right) \left( T_1^f - T_0^f \right) = \tau_v \left( T_{1-1}^f - T_{0-1}^f \right) \]  

(13)

while for the boundary node \( n \)

\[ \frac{T_n^f - T_{n-1}^f}{\Delta t} + \frac{\tau_v}{\Delta t} \left( \frac{T_n^f - T_{n-1}^f}{h} - \frac{T_{n+1}^f - T_{n+1}^f}{h} \right) = 0 \]  

(14)

and then

\[ \left( \Delta t + \tau_v \right) \left( T_n^f - T_{n-1}^f \right) = \tau_v \left( T_n^{f-1} - T_{n-1}^{f-1} \right) \]  

(15)

The system of equations (9), (13), (15) written in the form

\[ \begin{align*}
- (\Delta t + \tau_v) T_0^f + (\Delta t + \tau_v) T_1^f &= \tau_v \left( T_{1-1}^f - T_{0-1}^f \right) \\
AT_{j-1}^f + BT_j^f + AT_{j+1}^f &= \\
CT_{j-1}^{f-1} + DT_j^{f-1} + CT_{j+1}^{f-1} + ET_j^{f-2} + \frac{1}{c} \left( Q_j^f + \tau_q \left( \frac{\partial Q_j^f}{\partial t} \right)^f \right) &= 0, j = 1, 2, ..., n-1 \\
- (\Delta t + \tau_v) T_{n-1}^f + (\Delta t + \tau_v) T_n^f &= \tau_v \left( T_{n-1}^{f-1} - T_{n-1}^{f-1} \right) 
\end{align*} \]  

(16)

can be solved using the Thomas algorithm.

4. Stability of differential scheme

The approximation error carried by \( \theta_j^f \) at every node of space \( j \) and time \( f \) is assumed to have a wave form with the wave number denoted by \( k \) and the amplitude by \( \delta \) [1, 7]:

\[ \theta_j^f = \delta^f \exp \left[ i k (jh) \right], \quad i = \sqrt{-1} \]  

(17)
As time progresses, to assure convergence, the amplitude of the approximation error must be less than unity, i.e. $|\theta'| < 1$.

Introducing the formula (17) into equation (9), one has (the source function is omitted here)

$$
A\delta^f \exp\left[i k((j-1)h)\right] + B\delta^f \exp\left[i k(jh)\right] + A\delta^{f-1} \exp\left[i k((j+1)h)\right] =
C\delta^{f-1} \exp\left[i k((j-1)h)\right] + D\delta^{f-1} \exp\left[i k(jh)\right] + C\delta^f \exp\left[i k((j+1)h)\right] + (18)
$$

or

$$
A\delta^2 \exp\left[i k(-h)\right] + B\delta^2 + A\delta \exp\left[i k(h)\right] =
C\delta \exp\left[i k(-h)\right] + D\delta + C\delta \exp\left[i k(h)\right] + E
$$

Using the Euler formulas, one obtains

$$
\delta^2 - \frac{2C \cos kh + D}{2A \cos kh + B} \delta - \frac{E}{2A \cos kh + B} = 0
$$

or

$$
\delta^2 + D\delta + D_2 = 0
$$

where

$$
D_1 = \frac{-2C \cos kh + D}{2A \cos kh + B} = \frac{-2a\Delta t (1 - \cos kh) + h^2 (\Delta t + 2\tau_y)}{2a\Delta t (\Delta t + \tau_y) (1 - \cos kh) + h^2 (\Delta t + \tau_y)}
$$

and

$$
D_2 = -\frac{E}{2A \cos kh + B} = \frac{h^2 \tau_y}{2a\Delta t (\Delta t + \tau_y) (1 - \cos kh) + h^2 (\Delta t + \tau_y)}
$$

According to [8], the absolute values of the roots of equation (21) are less than 1 when

$$
|D_2| < 1
$$

$$
|D_1| < 1 + D_2
$$

So

$$
\left|\frac{h^2 \tau_y}{4a\Delta t (\Delta t + \tau_y) \sin^2 (kh / 2) + h^2 (\Delta t + \tau_y)}\right| < 1
$$
and

\[
\left| \frac{4a\Delta \tau_j \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + 2 \tau_q \right)}{4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)} \right| < \frac{h^2 \tau_q}{4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)}
\]

(26)

The inequality (25) should be substituted by two inequalities. The first of these is

\[
\frac{h^2 \tau_q}{4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)} < 1
\]

(27)

meaning

\[
\frac{h^2 \tau_q - 4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) - h^2 \left( \Delta t + \tau_q \right)}{4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)} < 0
\]

(28)

One can see that the denominator of the fraction (28) is positive. Simultaneously, the numerator should be negative and the least favorable situation corresponds to

\[
\sin^2 \left( \frac{k}{2} \right) = 0 \text{ and then }
\]

\[
\frac{h^2 \tau_q - h^2 \left( \Delta t + \tau_q \right)}{4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)} < 0 \rightarrow \Delta t > 0
\]

(29)

The result corresponds to the unconditional inequality. The second condition resulting from (25) is of the form

\[
\frac{h^2 \tau_q}{4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)} > -1
\]

(30)

or

\[
\frac{h^2 \tau_q + 4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)}{4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)} > 0
\]

(31)

One can see that this condition is always fulfilled.

The inequality (26) can be written in the form

\[
\left| \frac{4a\Delta \tau_j \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + 2 \tau_q \right)}{4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)} \right| < \frac{h^2 \tau_q}{4a\Delta t \left( \Delta t + \tau_r \right) \sin^2 \left( \frac{k}{2} \right) + h^2 \left( \Delta t + \tau_q \right)}
\]

(32)
The first inequality resulting from (32) is of the form

\[
- \frac{4a\Delta t \tau_s \sin^2 \left( \frac{kh}{2} \right) + h^2 \left( \Delta t + 2\tau_q \right)}{4a\Delta t \left( \Delta t + \tau_q \right) \sin^2 \left( \frac{kh}{2} \right) + h^2 \left( \Delta t + \tau_q \right)} < 0
\]

or (taking into account that the denominator of the fraction is positive)

\[
-4a\Delta t \tau_s \sin^2 \left( \frac{kh}{2} \right) - h^2 \left( \Delta t + 2\tau_q \right) < 0
\]

and next

\[
-4a\Delta t \tau_s \sin^2 \left( \frac{kh}{2} \right) - h^2 \left( \Delta t + \tau_q \right)
\]

One can see that the above inequality is the unconditional one.

The second condition resulting from (32) is the following

\[
- \frac{4a\Delta t \tau_s \sin^2 \left( \frac{kh}{2} \right) + h^2 \left( \Delta t + 2\tau_q \right)}{4a\Delta t \left( \Delta t + \tau_q \right) \sin^2 \left( \frac{kh}{2} \right) + h^2 \left( \Delta t + \tau_q \right)} > 0
\]

or (taking into account that the denominator of the fraction is positive)

\[
-4a\Delta t \tau_s \sin^2 \left( \frac{kh}{2} \right) - h^2 \left( \Delta t + 2\tau_q \right) > 0
\]

Finally

\[
4a(\Delta t)^2 \sin^2 \left( \frac{kh}{2} \right) > 0
\]

The condition (38) is unconditional.

Summing up, the implicit scheme of the finite difference method for the dual-phase lag equation is always stable.
5. Results of computations

The thin metal film (gold) of thickness 100 nm is considered. The initial temperature $T_p = 20^\circ C$, the initial heating rate $w(x) = 0$. Thermophysical parameters of the film are the following: $\lambda = 315 \text{ W/(mK)}$, $c = 2.4897 \text{ MJ/(m}^3\text{K)}$, $\tau_q = 8.5 \text{ ps}$, $\tau_T = 90 \text{ ps}$. In the formula (5): $R = 0.93$, $I_0 = 13.4 \text{ J/m}^2$, $t_p = 0.1 \text{ ps}$, $\delta = 15.3 \text{ nm}$. The mesh step $h = 1 \text{ nm}$ ($n = 100$), the time step $\Delta t = 0.0002 \text{ ps}$.

In Figure 1, the temperature histories at the selected points from the domain considered are shown, while Figure 2 illustrates the temperature profiles for times 0.2, 0.5, 1 and 3 ps. It should be noted that the results are practically the same as the analytical solution presented by Ciesielski in the paper [9].

Fig. 1. Temperature histories at selected points

Fig. 2. Temperature profiles for different times

Fig. 3. Temperature profiles for $t = 1.2 \text{ ps}$ and different time steps
Figure 3 illustrates the numerical solutions obtained for the different time steps. The first temperature profile for \( t = 1.2 \) ps has been found for the very small time interval. The second profile corresponds to \( \Delta t = 0.01 \) ps, while the last (significantly different from the previous) has been computed for \( \Delta t = 0.05 \) ps. The time interval \( \Delta t = 0.01 \) ps is longer than the critical one for the FDM explicit scheme [10]. In spite of this, the solution is of a good accuracy. In turn, from a qualitative point of view, the last solution is basically correct but inaccurate. In the case considered, the essential errors result from the fact that the source function \( Q \) is time-dependent and for the large time step its approximation is a bit unclear.

6. Conclusions

In the paper, the problem of the implicit FDM scheme for a numerical solution of DPLE is discussed. The authors present in detail the numerical algorithm for the 1D task. Analysis of the 1D numerical solution results from the fact that there is a possibility to compare the results with an analytical solution [9]. The generalization of the algorithm presented for 2D or 3D problems is quite simple here.

It should be pointed out that the implicit differential schemes are generally stable. Despite this, the stability problem has been analyzed in detail. In particular, the approach resulting from the von Neumann analysis application [1, 7] is presented. Such an approach leads to the conditions (inequalities) determining the critical value of \( \Delta t \). It was shown that the all inequalities limiting this value are unconditional.

In the case of the task under consideration, the time step can be significantly increased compared to the explicit FDM scheme. Unfortunately, too much of a time step leads to the incorrect numerical results (as shown in Figure 3). The test calculations were also carried out in the case of the Dirichlet condition given for \( x = 0 \) under the assumption that \( Q = 0 \). In this type of problem, the time step can be significantly extended in comparison to \( \Delta t \) corresponding to the Neumann boundary conditions.

It should be noted that the stability for the three-level scheme presented here can be also analyzed using the different approaches e.g. [11, 12].
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