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Abstract—With the evolution of Internet, the meaning and accessibility of text documents and electronic information has increased. The automatic text categorization methods became essential in the information organization and data mining process. A proper classification of e-documents, various Internet information, blogs, emails and digital libraries requires application of data mining and machine learning algorithms to retrieve the desired data. The following paper describes the most important algorithms and methodologies used for the text classification. Advantages and effectiveness of contemporary algorithms are compared and their most notable applications presented.
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I. INTRODUCTION

LATELY the significance of text mining increased. It is associated with the growing number of documents stored in electronic form, available to the user from WWW resources, electronic government repositories, sociopolitical journalism, biological data bases, chat rooms, digital libraries, emails and other. Considering the way the electronic documents have dominated the information market, a proper classification is crucial in knowledge discovery and absorption process.

The idea behind the creation of first Internet browsers was to manage the growing number of information on the web and to make it more accessible. Commercial products like Google, Yahoo! or Bing are tools facilitating location of the desired data on the web by creating indexed structures. Unfortunately, the information found in such a way, does not meet users expectations or is completely inconsistent with the search query. To prevent it, intelligent filtering agents have been created with the task to make the web more user friendly [1], [2].

The text classification is a crucial part of information management process. As net resources constantly grow, increasing the effectiveness of text classifiers is necessary [3].

Document retrieval [4], its categorization [5], routing [6], [1], [2] and aforementioned information filtering is often based on the text classification. A typical classification problem can be described as follows:

Having a set of indexed examples (documents), separated into two categories (which are the training data), an attempt is made to classify a new test example based on its attributes. The categorization outcome is the class of examples from the training set, which are the most similar to the analyzed example. Document retrieval, routing or filtering systems can be perceived precisely as a two-class categorization problem.

Here, the particular document is identified as significant or insignificant. The user’s role in this process is reduced to classify training examples. The result of the algorithm’s work is presented to the user. This approach is called supervised learning.

The text classification problem is not only a process of proper assigning integer values to examples. A greater challenge for a classifier are semantic functions, describing the relationship between expressions and reality. The particular word’s meaning is strongly connected to the context, in which it is used (a so-called homonym). Abstract concepts are also considered in terms of the classification problem. Although semantics still remains a discipline hard to grasp, efforts to use it in practice are made [7]. The text categorization must also face the high-dimensionality problem (where thousands of features describe a single text). The classifier must be precise when assigning examples to categories. In professional literature the problem of reducing dimensions and its effect on the behavior of the classifier is also explored [8].

The aim of the paper is to present and compare the most important algorithms and methodologies used in the text classification. The paper consists of five sections. In section II fundamentals of text representation and classification principles are described. Section III contains descriptions of machine learning algorithms used for the task. In section IV there are hyprod approaches presented, being combinations of two or more simpler algorithms. Finally, section V contains conclusions and prospects for the domain.

II. DOCUMENT REPRESENTATION

A text document is usually presented as a vector of term weights (features) from a set of terms (dictionary). Each of these terms occurs at least once in a certain minimum number of documents. Most of the text classification researchers assume in their studies the Bag-of-Words representation model (a vector space model). It assumes the document’s structure not important, while the text (a single phrase or a whole document) is described as an unordered set of expressions. The order of words in a phrase or grammar are also unimportant. Feature vectors are expressions observed in a given document. The list of words (word-list) \( W = (w_1, \ldots, w_d) \) in a training set consists of all distinct words (also called terms), which can be found in the training examples after exclusion of stopwords [9]. They are the words not bearing any essential information, like some, and, also or rare words (appearing only once in the sample). For the document \( D \), its feature vector (term) is described as \( T = (t_1, \ldots, t_d) \), resulting from \( W \). The value of each element of \( T \) can be binary (value 1 means that the
given word is present in the example), or integer, indicating the number of the word appearances in a document. As document features whole phrases can also be considered.

Algorithms belonging to this field strongly rely on both training and testing data. A training set is a set of labeled documents expressing the hypothesis. It is used to retrieve information about particular classes of documents. The testing set is used to verify the quality of the algorithm. The classification is mapping objects into the finite set of integer numbers (categories). The learning process consists in finding attributes in examples that allow the distinguishing object of separate classes. The major problem is overfitting, that is the excessive adjustment of the algorithm to the training set. The algorithm affected by overfitting has unsatisfactory predictive performance, because it focuses on unimportant details in data. It is important to select sets objectively, which can be achieved by the cross-validation [10].

There are two type of errors occurring in machine learning: the sample error (sampling, estimation error) and the real error (absolute, global). The sample error occurs when observing a sample (arbitrarily selected set of documents) of the whole population. The real error is a probability of the incorrect example classification randomly selected from the population with a certain probability distribution. The real error is estimated using the sample error on various samples.

The document preprocessing or dimensionality reduction (DR) allows for a skillful manipulation of data from the categorized text. Dimensionality reduction is a crucial step during the classification process. It allows omitting unimportant features of a document, which often reduce the classification efficiency, decreasing their speed and accuracy. Additionally, DR reduces overfitting. The dimensionality reduction methods are divided into feature extraction (FE) [11] and feature selection (FS) methods.

Data preprocessing is used to clean the text from the language-dependent factors and consists in tokenization, stop-words removal or stemming [12]. Feature extraction is the first step in data processing, transforming a text document into a simpler form. Documents in text classification contain a large amount of features, while most of them are irrelevant or noise [8]. Dimensionality reduction (DR) is a method of omitting in a statistical process a large amount of key words in order to create a relatively short vector [13]. The process of DR consists of the following steps:

**Tokenization**
A document is treated as a chain of tokens (marks), which is divided into sets of tokens.

**Stop-words removal**
The words like and, also, sometimes are used to write text pretty often, so they can be simply removed in classification process.

**Stemming**
The usage of stemming algorithm, which converts other word form into a similar canonical form. This step is a process of merging tokens to their original form, like assigning to assign, counting to count, and so on (see 1).

After FE, the next step in preprocessing is to create the vector space based on the feature selection (FS), to adjust the precision and effectiveness of the document classification. Generally a good method of feature selection considers the domain and algorithm characteristics [14]. In document classification FS is used to reduce the amount of feature space dimensions and adjust the effectiveness of classification.

### III. Machine Learning Techniques

In this section the most popular text classification algorithms are described. They include artificial neural networks (including Support Vector Machines - SVM), k Nearest Neighbour (kNN) approach, naive Bayes classifier, decision trees and rules induction algorithms.

#### A. Artificial Neural Networks

Artificial Neural Networks (ANN) consist of a computational elements (neurons) heavily connected to each other. The number of the network inputs can be much greater than in traditional architectures [15], [16]. This makes the network a useful tool for analyzing the high-dimensional data. The knowledge stored in the network lies in connections between neurons, as the latter only map the sum of weighted (w) inputs (x) into the output (y), according to the activation function (such as linear, hyperbolic tangent or sigmoid) - see (1). The network is usually multi-layered, where each layer has a distinct function. Typical networks for the text classification task have a hidden and an output layer (inputs are usually not considered a layer). Connections between neurons are weighted, allowing to express the strength of connections between particular elements.

\[
y = f\left(\sum_{i=1}^{N} w_i * x_i\right)
\]  

(1)

In practice, ANNs are simple mathematical models, defining the function \( f : X \rightarrow Y \) or a distribution over \( X \). There are examples of using ANNs combined with additional algorithm or learning decision.

The main characteristics of ANN useful for the text classification are the ability to work with large sets of features and
correct classification in the presence of noise. Also, ANN are able to perform parallel computations, where all neurons in the layer process data independently [16].

Their main disadvantage is large computational cost. The structure of the network is also mysterious for the typical user. Traditional rule-based systems are easy to analyze and modify by the human designer. In ANNs the work regime of the system is not known. Recently, ANNs were used in document classification with promising results. Text classification models based on neural networks with error back-propagation learning method (BPNN - back-propagation neural network) and their modified version (MBPNN - modified back-propagation neural network) were introduced in [17]. An effective method of feature selection was used to reduce the number of dimensions and to improve the quality of classification.

B. k-Nearest Neighbours Method

It’s one of the nonparametric regression algorithms, in which the most important characteristics is the absence of the initial classifier training, based on relations between text documents. Unfortunately, this significantly extends the time of running the algorithm. The k-NN method [18] is used to test the level of similarity between the particular tested documents. The stored knowledge allows for classifying documents based on their features. K-NN is one of the fastest machine learning algorithms. The classification outcome for the particular document is the category which the greatest number of its neighbors belongs to (a so-called majority voting) [19]. Usually $k$ is a small positive integer. If $k = 1$, the object is simply assigned to a category of its nearest neighbor.

Computation of similarity between the tested document and each of its neighbors is based on (2).

$$\delta(x_1, x_2) = \sqrt{\sum_{i=0}^{n-1} (\phi_i(x_1) - \phi_i(x_2))^2}$$  

where $x_1$ and $x_2 \in X$ are two different examples, between which a distance is calculated, whereas $\phi$ is a real number feature vector.

In [20] the usage of whole phrases as basic features in email classification problems has been shown. An extensive empirical assessment of the method’s usefulness in classification of large sets of emails was also conducted. In classification process three artificial intelligence algorithms were used - naive Bayes classifier and two k-NN algorithms, using respectively, weighted TF-IDF and similarity measures. Similarity measures (also known as semantic similarity) is a concept where a set of documents or individual terms are assigned a metric based on the semantic content (likeness of their meaning).

The main advantage of the k-NN-based classification method is its simplicity and easiness of implementation. It gives good results even during classification of documents assigned to multiple categories. This type of classification should be interpret as a classification process in which we consider more than two categories.

The main disadvantage of the method is computing distances using all document features, which is computationally demanding, especially when the training set is growing. Also, the precision of this algorithm significantly decreases in the presence of noise and irrelevant features, increasing the risk of falsifying the data. When the number of neighbors $k$ is large, there is a possibility that a numerous group of neighbors located farer from the analyzed document will outweigh a smaller group of closer objects.

C. Decision Trees

Decision trees are acyclic directed graphs with the hierarchical structure, starting from the highest node, the root. Its nodes are directly connected to the nodes of the lower level. Terminal nodes (leaves) represent document categories. All nodes but leaves contain tests that the classified document must take in order to travel down the tree. Branches connect nodes of neighboring levels. Tests are performed on the selected attributes (features) of the document. Branches are related to the results of the test, leading to particular nodes of the lower level.

Decision trees can be represented as influence diagrams, focusing on relationships between particular nodes. Their recursive construction uses a set of training examples and aims in separating examples belonging to separate categories. After creating each node, the set of examples is divided into (at least two) subsets, according to the result of the test in
this node. These subsets are further divided in nodes at lower levels. When the node is created and all examples associated with it belong to only one category, it becomes the leaf and obtains the category of these examples. Selecting the particular attribute (and its value) as the test in the non-terminal node aims at separating examples into sets of distinct classes. The most popular strategy is the entropy criterion, which ensures that the set of examples will be divided into subsets of equal cardinality and separate categories.

Sometimes because of technical reasons a recursive algorithm is not implemented in a decision tree creation process. That is when a substantial number of examples and attributes is dealt with. Then each execution of a recursive algorithm will create a significant amount of data to be stored in a program stack. In that case a decision tree is created using an creating across strategy.

A correctly constructed decision tree easily classifies a document by placing it in a root and push it through the whole inquiry structure, until it reaches a leaf, representing the particular category. The commonly used to describe a decision tree notation is as follows. \( P \) is any set of examples, whereas \( t_n \) is a certain test related with a node \( n \). \( N[r] \) will be an offspring node or a offspring leaf, to which a branch from a node \( n \) leads. This branch corresponds with the outcome \( r \). \( D \) is a label of a category of a destination concept of a certain leaf [19].
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Fig. 4. Notation for a decision tree.

In the tree structure each node is a root of the subtree. The hypothesis (category) represented by particular nodes can be described in a following manner [19]:

\[
h(x) = \begin{cases} h_1(x) & \text{if } t(x_1) = r_1 \\ h_2(x) & \text{if } t(x_2) = r_2 \\ \vdots & \vdots \\ h_m(x) & \text{if } t(x_m) = r_m \end{cases}
\]

where \( h_1, h_2, ..., h_m \) are hypotheses represented by subtrees of a decision tree, while \( r_1, r_2, ..., r_m \) is an outcome of the particular test.

An advantage of decision trees is their ability to represent any function mapping values of document attributes on a set of categories [19]. In other words, any hypothesis can be represented using this method.

Experiments show that the text classification often involves large amount of important attributes [21]. Therefore the tendency of decision trees to classify using possibly the smallest amount of train documents leads to bad efficiency of a classification process. When a small amount of text attributes are involved, efficiency, simplicity and clarity of decision trees for models based on constant numbers are huge advantages. In [22] the advancement of decision trees in commercial personalizing on web sites was presented. An equally important problem is overfitting. Although the decision system has good results for documents from a train set, outcomes acquired based on the test set are much worse. This is because the tree is constructed to correctly classify every document in the train set. This can lead to low classification quality for new documents. To avoid this disadvantage, validating sets consisting of additional verifying documents are added to the training set. Because too complex structure of a tree negatively influences its efficiency, a particular maximum depth of a tree and a minimum number of training documents can be determined.

D. Decision Rules

This method of classification involves deduction based on rules classifying documents [23], [24]. The algorithm creates a set of rules representing the profile of each category. Rules are usually constructed as follows:

\[
\text{IF condition THEN conclusion}
\]

where the conditional part has features representative to a certain category, while conclusion part represents categories. A set of rules for the category is created by connecting atomic rules with a logical operator, usually and or or. During the classification process not all rules from the rule set must be fired. When the algorithm operates on a large set of data, heuristics are used to reduce the number of features, deleting redundant rules and adjusting system efficiency.

In [25] a hybrid method of decision rules and back-propagation neural network was introduced. It was used for spam filtering. Instead of key words, a spamming behavior was used as a feature to describe emails. The main advantage of decision rules method in classification is the ability to create local dictionary for each separate category during the feature extraction phase [23]. Local dictionaries discriminate meaning of particular words (homonyms) for different categories. Good example of homonyms in English language is word stalk which can be understood as a verb follow or a part of a plant, threat as danger or plot, or skate as glide on ice or the fish.

A substantial flaw of this algorithm is the inability to assign a document to a single category, as the same key words can be in rules for different classes. Also, learning and updating decision rule methods require extensive help from human experts to construct or actualize sets of rules. Similarly to decision trees, rules do not work correctly with large feature sets.

E. Naive Bayes Classifiers

These are simple methods of probabilistic algorithms. Naive Bayes represents the hypothesis using, created based on training set, probabilities of belonging to the particular category.
based on partial probabilities of having particular values of attributes [19].

The aim of learning is to produce the classifying hypothesis. The latter is obtained based on a training set $T$, where $T \subset X$ is a set of texts, for which categories are known. To successfully apply the naive Bayes classifier, it is necessary to assess the probability $Pr_{x \in R}(c(x) = d)$ for each category $d \in C$ and the probability $Pr_{x \in \Omega}(x_i = v | c(x) = d)$ for each attribute $a_i$, $i = 1, 2, 3, \ldots$ and so on for each attribute $v \in V$. $\Omega$ is a probability distribution on the domain, according to which training texts are selected. After evaluating probabilities, it is possible to use a naive Bayes classifier in the following form to obtain classifying hypothesis:

$$h(x_i) = \arg\max_{d \in C} Pr_{x \in \Omega}(c(x) = d) \cdot \prod_{i=1}^{n} Pr_{x \in \Omega}(x_i = v | c(x) = d)$$

(4)

An advantage of naive Bayes is the need of relatively small amount of training data. The Bayesian classification gives good results as long as the correct category is more probable than the other categories. The probabilities assigned to categories don’t have to be estimated precisely.

The naive Bayes classifier gave good results when applied to applications conducting operations on real-world data [26], [27].

To increase the efficiency of text classification using naive Bayes classifier, different variations of this algorithm have been tested. Recently, in [28] good results in text classification using naive Bayes combined with SVM were presented. On the other hand, in [29] combination of naive Bayes with SOM (Self Organizing Map) was used to give promising results in document clustering. It was demonstrated in [30], that the naive Bayes gives surprisingly good results when adapted to classifying tasks, where the probability calculated using a naive Bayes classifier is insignificant. In [31] the implementation of naive Bayes classifier for spam filtering was presented. This technique is important to ensure safety of Internet technologies.

F. Support Vector Machines (SVM)

The SVM classification methods are one of the most precise discriminatory methods used in classification. They are based on Structural Risk Minimization, which is an inductive principle of use in machine learning [32]. It’s aim is to find the hypothesis that fulfills the smallest real error [21].

The SVM training procedure is based on the set of labeled training examples, which are processed during the quadratic programming to find the hyperplane separating optimally examples from different categories. The SVM classification is generally binary, so for the multiple categories detection, multiple machines must be trained. To do that, binary codes constructing the response of the classifier from simpler, binary machines, are used [33]. The hyperplane does not have to separate documents flawlessly, considering some examples misclassified during the training. Document vectors closest to the decision plane are Support vectors). Elimination of documents not being support vectors has no measurable effect on the SVM classifier efficiency [34].

The SVM method is an efficient text classification method [34], [21], [35], [4]. It processes documents in spaces of larger number of dimensions and eliminate the least important features. Its main flaw is high complexity of training and categorization algorithms. Also, the training process comes with considerable workload of computer memory. Also, SVM has the ability to classify a document to many decision classes, as probabilities are estimated separately for each category [34].
G. Rocchio Algorithm

The Rocchio algorithm is based on the relevance feedback method (a feature of an information retrieval system) and is used in information retrieval. Relevance feedback is an operation of reusing a already delivered by already used query information. Rocchio feedback approach has been created using a vector space model. The algorithm needs a training set in order for the algorithm to work properly. The different classes that are assigned to particular documents are separated by decision boundaries. To classify a new document, it is important to determine in which region it occurs and then assign it to a class of that region. Therefore an optimal Rocchio algorithm will compute decision boundaries with high classification accuracy on data from the test set. In order to do this, Rocchio uses centroids (barycenters of plane figures). The boundary between two classes is in this case a set of points (which is always a line in 2D environment and a hyperplane in m-dimensional space) with equal distances from the two centroids. The boundaries between classes in m-dimensional space are hyperplanes.

The aim of the Rocchio algorithm is to classify an example in accordance with the region it falls into. In order to do so the algorithm determines the centroid the particular example is the closest to and assigns it the its class. The Rocchio algorithm cant classify multimodal relationships between particular classes.

IV. HYBRID TECHNIQUES

Recently, in various journals new methods and hybrid techniques of machine learning and text mining were presented. The idea of combining the different classifiers is an attempt to increase the efficiency of individual classifiers.

The mechanisms that are used to build groups of classifiers include:

- mechanisms that include various subsets of training data with one learning method
- mechanisms that use various training parameters with one training method (for example the usage of preliminary weights for each neural network in a group)
- mechanisms that use various learning methods [38].

Advantages of usage of local feature sets in comparison to global features were demonstrated in [39]. The discrimination between the global and local dictionaries used in text classification can also be found there. The local features are the features depending on classes, while the global features are the features independent of classes. The same is for dictionaries. The best text categorization results can be obtained with using local features and dictionaries [39]. The new mixed method of document classification has been proposed in [28], with the usage of naive Bayes to vectorize the raw test data and the SVM algorithm to classify the documents to a proper category. It has been proved that the proposed method of mixed classifiers adjusted the classification efficiency in comparison to the basic naive Bayes classifier. In [29], a mixture of naive Bayes and a Self-Organizing Map (SOM) was introduced. The Bayes classifier was used at the beginning of the classification process, while SOM has been utilized in the document indexing step, in order to acquire the best matches. In [40] a hybrid technique has been proposed, that needed a small amount of training data to classify documents and was not computationally demanding. There was also shown, that the text classification, which needs smaller amount of training data instead of using word and relations between them (association rulers for these words), is used to acquire the set of features with preliminary classified text documents. The naive Bayes classifier was then used on these features.

In [41] a hybrid algorithm based on Rocchio and k-NN classifiers was proposed. This combination was used to increase the efficiency of text classification and eliminate weaknesses of the Rocchio algorithm. In [42] authors introduced a new hybrid approach to classify web documents, built on graph and vector representations. The k-NN algorithm shows that this approach properly classifies documents. Additionally a substantial decline of classification time can be observed there.

In [43] the authors proposed a way to modify the standard Back Propagation Neural Network algorithm using Semantic Feature Space method, in order to decrease the amount of dimensions and to create the hidden semantic relations between individual phrases. It was also shown that the text classification method modified in such a manner increases the efficiency of the standard BPNN classifier and provides better results.

In [44] a new f-k-NN (fuzzy k-NN) algorithm has been introduced. Here a modification to a classical k-NN algorithm is done in order to deal with a problem of precision reduction of classification that occurs when the density of the training data is uneven. A fuzzy sets theory is adapted in order to construct a new membership function based on document similarities. Its usage allows to improve the decision rule in case when the class distribution is rough. The approach presented in [22] is a nontrivial extension of documents classification methodology, from fixed set of classes to the knowledge hierarchy similar to gene ontology. Ontology in informatics sense is a formal representation of a certain knowledge domain, based on recording of sets of concepts and relations between them. This record creates a concept scheme, which can be used to deduce the attribute of characterized with ontology concepts.

In [45] it was shown that the combination of learning algorithms based on similarities and threshold strategies increases efficiency of text classification. After the consideration of two learning algorithms based on similarities (k-NN and Rocchio) and three typical threshold techniques (Rcut, Pcut and SCut), the authors described a new learning algorithm, named KAN (Keyword Association Network) and a new threshold strategy - RinSCut. Ultimately the superiority of these methods over other techniques used in text classification was indicated.

In [46] authors tried to solve a problem of classification with only partial information, one class of labeled (positive) documents and a set of mixed documents. A novel technique was proposed, utilizing an Expectation-Maximization and naive Bayesian classifiers, acquiring an accurate categorization algorithm.

In [47] a new machine learning method has been introduced to create evaluation models in document recovery. This method aims to combine the assets of traditional data recovery meth-
ods (IR) and recently proposed supervised IR method. The efficiency of classification algorithm in data mining is strongly influenced by the quality of environmental data. Unnecessary features not only increase the cost of data mining process, but in some cases also reduce the quality of an outcome [48].

V. DISCUSSION AND CONCLUSIONS

The following paper briefly presented state of the art in the text document classification. The progress of the machine learning methods used for this purpose during last 15 years was indicated. A comparison between them was also conducted.

The majority of people working on the document classification in their research assume the Bag of Words document representation, however according to [49] the statistical techniques are not sufficient in the document discovery. The text representation is extremely important, just like the identification of semantic differences, which can help in understanding the meaning of words. The classifiers that take into consideration the semantics of particular words are more precise. The creation of noise elimination strategies in the classification process will be a challenging task in the future.

In case of automatic document classification, the algorithms used most often are SVMs, naive Bayes classifiers, k-NN and hybrid systems based on the combinations of the above. Although the naive Bayes is ideal for spam filtering and e-mail categorization, it requires a small amount of training data in order to estimate the parameters essential in classification process. This algorithm gives good results when applied to numerical and text data, and is relatively simple to implement in comparison to the rest of classification algorithms. However, it does not include the frequency of the particular word occurrence in a text. Additionally, it provides unsatisfactory result in a case when the features of a document are strongly correlated.

Being the optimal neural network, the SVM classifier is considered as one of the most effective text classification methods compared to other supervised machine learning algorithms [50]. It was indicated, that the parameter optimization and kernel selection can be seen as problematic. For now, an algorithm that would automatically select a proper kernel to any type of the document was not invented. Therefore the efficiency of SVM depends to some extent on the knowledge and patience of the human user. The same can be said about the selection of SVM parameters.

After preprocessing, the k-NN classifier gives good results, increasing with the number of documents, which can not be said about the SVM classifier [51], [52]. The naive Bayes gives also good results when applied with a proper preprocessing. K-NN algorithm works well in a case, when more local document characteristic is taken into consideration. The classification duration in case of k-NN is significant. Also, a certain difficulty can cause finding the optimal value of $k$.

To increase the precision of the document classification process, more research in this matter is needed. Below are listed couple of issues from the field of data classification and knowledge mining, that should be resolved in the near future.

1) The improvement of precision of document classification process, by improving the process of important features selection of classified documents.
2) The reduction of a classifier training time.
3) The utilization of semantic relations in text classification and information retrieval.
4) Further research on comparison and integration of web information.
5) Further research on the usage of SVM algorithm (its various permutations, like multi-class or transductive maximal margin classifier) and other kernel-based methods in text classification.
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