PREDICTION OF ASPHALT CREEP COMPLIANCE USING ARTIFICIAL NEURAL NETWORKS

A. ZOFKA¹, I. YUT²

Creep compliance of the hot-mix asphalt (HMA) is a primary input of the current pavement thermal cracking prediction model used in the US. This paper discusses a process of training an Artificial Neural Network (ANN) to correlate the creep compliance values obtained from the Indirect Tension (IDT) with similar values obtained on small HMA beams from the Bending Beam Rheometer (BBR). In addition, ANNs are also trained to predict HMA creep compliance from the creep compliance of asphalt binder and vice versa using the BBR setup. All trained ANNs exhibited a very high correlation of 97 to 99 percent between predicted and measured values. The binder creep compliance functions built on the ANN-predicted discrete values also exhibited a good correlation when compared with the laboratory experiments. However, the simulation of trained ANNs on the independent dataset produced a significant deviation from the measured values which was most likely caused by the differences in material composition, such as aggregate type and gradation, presence of recycled additives, and binder type.
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1. Introduction

An Artificial Neural Network (ANN) is a layered system of neurons with weighted connections. It typically consists of an input layer, an output layer, and one or more hidden layers of interconnected processors (neurons) Haykin [1]. Using a sample dataset of input and target values, an ANN can be trained to recognize a relationship between inputs and targets. As early as the late 1980s, civil engineers began using ANN for structural evaluation and traffic analysis (Flood and Kartam [2][3]). Since the 1990s, pavement researchers have successfully used ANNs for analyzing and predicting pavement performance (Dougherty [4], Attoh-Okine and Mensah [5], Chou and Pellinen [6]; Tarefder et al. [7][8]). In particular, the ANNs were trained to predict rheological properties of bituminous materials in the following applications:
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Backcalculation of layer moduli for HMA pavements (Ceylan et al. [9])
- Performance of porous HMA (Molenaar et al. [10])
- Prediction of pavement fatigue life (Huang et al. [11])
- Prediction of thermal cracking in the HMA pavements (Zeghal [12])
- Modeling of the HMA creep compliance (Zeghal [13])
- Prediction of dynamic modulus ($E^*$) of the HMA from its resilient modulus (La-Croix et al. [14], Ceylan et al. [15])
- Evaluation of rubberized HMA containing reclaimed asphalt pavement (Xiao and Amirkhanian [16])

Creep compliance of the hot-mixed asphalt (HMA) mixture is a primary material input for the pavement thermal cracking prediction model in the recently developed Mechanistic-Empirical Pavement Design Guide (M-EPDG) (Hallin et al. [17]). The Indirect Tension (IDT) test is currently the standard procedure for determining the creep compliance of the HMA (Roque and Buttlar [18]). On the other hand, the creep compliance and corresponding creep stiffness of the asphalt binders is typically determined using a Bending Beam Rheometer (BBR) (Bahia et al. [19]). Previous studies have indicated that using the BBR device for HMA testing is a viable alternative to IDT testing, especially for the practical and surrogate estimation of the HMA creep compliance (Zofka et al. [20], Zofka and Yut [21]). BBR testing of HMA thin beams eliminates the need for the chemically extraction of the asphalt binder from the pavement cores. Using the BBR approach, asphalt binder properties, such as creep compliance, can be backcalculated from the HMA results (Zofka [22]). Furthermore, multiple regression analysis successfully used the BBR creep measurements to predict the IDT creep values for different temperature levels at fixed time points (Zofka et al. [23][24]).

This paper presents the underlying concept of ANNs, briefly describes the creep testing procedures and experimental design, and discusses the process of training ANNs to correlate the IDT and BBR results for the HMA specimens. The paper also analyzes the feasibility of using ANNs for predicting the HMA creep compliance from the binder creep compliance and vice versa using the BBR experimental setup. Finally, the universality of trained ANNs was verified using an independent dataset.

2. UNDERLYING CONCEPT OF ARTIFICIAL NEURAL NETWORKS

Similar to a biological nervous system, an ANN consists of highly interconnected signal processors (neurons). Signals may only be allowed to travel through the neuron layers from input to output (feed-forward movement) or they can travel in both directions (feedback-, or loop- movement). Accordingly, two types of ANNs are available for solving complex problems (Haykin [1]). Fig. 1 illustrates the layout of a feed-forward ANN with one hidden layer, as modeled in MATLAB®Neural Network Toolbox™ (Demuth et al. [25]). Each neuron in the input layer represents one input value $p$. The
A p value is multiplied by a previously assigned weight W to produce an input signal for each neuron in the hidden layer. The input signals are simultaneously sent to all of the neurons in the hidden layer through weighted connections. Each neuron in the hidden layer sums all of the weighted inputs and adds bias b to produce an activation signal \( n_{ij} \), as in the following equation:

\[
(2.1) \quad n_{ij} = \sum_i (W_{ij}p_i) + b_j
\]

where:

- \( i \) = number of inputs (summation index)
- \( j \) = number of neurons in the hidden layer

Fig. 1. Typical feed-forward ANN structure.

Next, the activation signal \( n_{ij} \) is transformed into hidden output \( a_{ij} \) using transfer function \( f \). Four transfer functions are available for the modeling of the output: (1) threshold (\( \text{hardlim} \)), (2) linear (\( \text{purelin} \)), (3) logistic sigmoid (\( \text{logsig} \)), and (4) hyperbolic tangent sigmoid (\( \text{tansig} \)) (Haykin [1]). Eq. (2.2) through Eq. (2.5) show the mathematical expressions of the transfer functions:

\[
(2.2) \quad a_{ij} = \text{hard lim}(n_{ij} < 0) = 0; a_{ij} = \text{hard lim}(n_{ij} > 0) = 1
\]

\[
(2.3) \quad a_{ij} = \text{purelin}(n_{ij}) = n_{ij}
\]

\[
(2.4) \quad a_{ij} = \text{logsig}(n_{ij}) = \frac{1}{1 + e^{-n_{ij}}}
\]
The hidden output $a_{ij}$ becomes an activation signal for a neuron in output layer as shown in the following equation:

$$(2.6) \quad N_{jk} = \sum_j (W_k a_{ij}) + b_k$$

where $k =$ number of outputs

The network output is then produced by the transformation of $N_{jk}$ into a predicted value $O_k = f(N_{jk})$ using one of the above functions – Eq. (2.2) through Eq. (2.5). Finally, the difference between predicted value $O_k$ and target value $T_k$ is evaluated by the following error function (Moody [26]):

$$(2.7) \quad E_k = \frac{1}{2} \sum_k (T_k - O_k)^2$$

The ultimate objective of training the ANN is to minimize error function $E_k$, thus improving the ANN’s performance. This is done by adjusting the weight and bias value of each connection. While different minimization algorithms are available, the most popular is the back-propagation (BP) algorithm, as reported in the previously mentioned studies. The BP algorithm is a method for computing the gradient of the error function for each of training iterations with respect to the weights assigned to the feed-forward network. The ANN training process can be stopped when the gradient approaches a value of zero. A detailed description of the BP algorithm can be found elsewhere (Moody [26], Reed and Marks [27], Demuth et al. [25]).

3. Creep testing procedures

An IDT test, the standard creep testing procedure for the HMA, induces the stress state similar to the stress state under a wheel load in the asphalt layer of pavement (Roque and Buttlar [18]). During the IDT test, a cylindrical specimen is loaded vertically along its length and displacements are measured on both faces of the specimen. From the test results, displacement curves are obtained under a constant load and the creep compliance function $D(t)$ is calculated using appropriate data interpretation procedures (Roque and Buttlar [18], Zhang et al. [28], Christensen [29]). The IDT creep test for the HMA specimens is typically performed at three temperatures, 0°C, -10°C, and -20°C, regardless of the PG grade of the asphalt binder used in the mix (AASHTO [30]).

The BBR device is used to determine the creep compliance of asphalt binders as part of the AASHTO specification in the US (Bahia et al. [19], AASHTO [31]). The BBR device is based on the 3-point bending setup commonly used to characterize
construction materials. A constant force is applied to the middle of the beam specimen and beam deflections are measured throughout the test. The creep compliance function \( D(t) \) can then be obtained from elementary Bernoulli-Euler beam theory (Gere and Timoshenko [32]).

Recently, a new approach was proposed to employ the BBR device to determine creep compliance of the HMA (Zofka et al. [20]). Testing thin HMA beams in the BBR device has several advantages over IDT testing: the BBR testing procedure is very easy and repeatable, sample size allows for a nearly nondestructive evaluation of the HMA in existing pavements, and the thin beams allow for an analysis of the effect of aging at relatively small pavement depths. Furthermore, by using appropriate composite materials models or other statistical techniques, the properties of asphalt binder can be backcalculated from the asphalt mixture results. This would eliminate the chemical extraction procedure that is typically used to obtain binder samples from the HMA (Zofka et al. [20]).

4. EXPERIMENTAL PROTOCOL

4.1. MATERIALS

Ten different asphalt binders and two aggregate sources were used to produce twenty different HMA mixes considered in this study. The asphalt binders represented typical materials used in the colder climates in the US, including both modified and unmodified binders. The two aggregate types were limestone and granite. The nominal maximum aggregate size (NMAS) of the aggregate blends was 12.5 mm. The optimum content of asphalt binder (6.0 and 6.9 percent for granite and limestone aggregates, respectively) in the mix design was determined at 4 percent air voids. The actual air content as measured on the gyratory specimens, ranged between 3.7 and 4.8 percent. Table 1 shows the types of the asphalt binders and the HMA mix identification system used throughout this study.

4.2. EXPERIMENTAL TESTING

All 10 asphalt binders were aged using the Rolling Thin Film Oven Test (RTFOT) procedure (AASHTO [33]) and then tested in the BBR device with two replicates per each test temperature. Twenty HMA mixes were tested in the IDT and the BBR devices. Both creep tests were performed for 1000 s at three temperatures selected relative to the lower PG grade of the asphalt binder used in a given HMA specimen. Due to different temperature susceptibilities, the size of the temperature increments differed between materials, with a step of 12°C for the HMA and a smaller step of 6°C for asphalt binders (see Table 2). At least 3 replicates were used in the IDT testing per each temperature/material combination.
Designation system for HMA.

<table>
<thead>
<tr>
<th>Modified asphalt binders</th>
<th>Asphalt binder designations</th>
<th>HMA mix designations</th>
<th>Granite aggregate</th>
<th>Limestone aggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td>PG 58-40:M1(^1)</td>
<td>58-40:M1:GR(^3)</td>
<td>58-40:M1:LM(^6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PG 64-34:M1</td>
<td>64-34:M1:GR</td>
<td>64-34:M1:LM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PG 64-34:M2</td>
<td>64-34:M2:GR</td>
<td>64-34:M2:LM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PG 64-28:M1</td>
<td>64-28:M1:GR</td>
<td>64-28:M1:LM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PG 64-28:M2</td>
<td>64-28:M2:GR</td>
<td>64-28:M2:LM</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)M1=Binder Modifier #1; \(^2\)M2=Binder Modifier #2; \(^3\)U1=Unmodified binder (Source #1); \(^4\)U2= Unmodified binder (Source #2); \(^5\)GR=Granite Aggregate; \(^6\)LM=Limestone Aggregate

The BBR testing of HMA beams followed a procedure similar to the asphalt binder BBR testing. The total number of HMA beams tested was approximately 600. Twenty mixtures were tested at three temperature levels with an average of 10 replicates per each mixture/temperature combination. More details on the experimental design can be found elsewhere (Zofka and Yut [21], Zofka [22], Zofka et al. [23][24]).

Test temperatures for HMA and asphalt binders.

<table>
<thead>
<tr>
<th>Test temperature value</th>
<th>Test temperature level</th>
</tr>
</thead>
<tbody>
<tr>
<td>(PG(^1)+10)+12</td>
<td>H (High)</td>
</tr>
<tr>
<td>(PG+10)</td>
<td>I (Intermediate)</td>
</tr>
<tr>
<td>(PG+10)-6</td>
<td>–</td>
</tr>
<tr>
<td>(PG+10)-12</td>
<td>L (Low)</td>
</tr>
</tbody>
</table>

\(^1\)PG refers to the lower PG limit (i.e. the second number in the PG designation in Table 1)
5. Training artificial neural networks on experimental data

In this study, three different ANNs were considered and trained separately for the following cases:
- **Case A**: ANN model to predict the IDT HMA creep compliance from the BBR tests on thin HMA beams.
- **Case B**: ANN model to predict the HMA creep compliance from the BBR tests on asphalt binder.
- **Case C**: ANN model to backcalculate the creep compliance of the asphalt binders from the BBR tests on thin HMA beams.

The datasets, training processes, and verification results of the above cases are discussed next.

5.1. Compiling the Dataset and Training the ANNs

The datasets used for ANN training was compiled from the BBR and IDT test results. The following variables were considered: creep compliance, \( D(t) \), performance grade PG (high and low temperature grades), presence of binder modifier, testing temperature, aggregate type, and air void content. Real (numerical) values were used for the inputs of \( D(t) \), performance grade, and air voids, while the remaining variables were assigned binary (0/1) inputs. Three separate datasets were created for cases A, B, and C, for which separate ANNs were trained to simultaneously predict \( D(t) \) at 16, 60, 120, 240, 500, and 1000 s. Table 3 summarizes the datasets used for the ANN training.

The typical architectural parameters of the ANN are the number of inputs \((i)\), the number of outputs \((k)\), the number of hidden layers, and number of neurons in each hidden layer \((j)\). The ANN parameters and transfer functions used in this study are summarized in Table 4 with the dataset descriptions for each case. Note that all three cases utilized six measured values of \( D(t) \) (at 16, 60, 120, 240, 500, and 1000 s) as input variables but include different combinations of explanatory variables (factors). Those combinations were finalized through iterative processes in which only the variables that significantly contributed to the minimization of the mean-squared error (MSE) in a particular case were included in the corresponding dataset.

Additionally, the effect of the amount of neurons in the hidden layers on the goodness of fit was evaluated by training ANN with 5 to 30 neurons for each case (A, B, and C). Fig. 2 illustrates the change in R-squared and the coefficient of variation (COV) with an increase in the number of neurons. The R-squared trends fluctuate around 0.99, 0.98, and 0.999 for cases A, B, and C, respectively. Although the difference between cases in terms of R-squared is statistically significant, it is sufficiently small to be practically neglected. On the other hand, the three cases (A, B, and C) yield more distinctive trends in the variability of results, as measured by COV. Fig. 2 shows Case C with the lowest COV at about 5 to 7 percent, Case B with a COV of 15 to 17 percent, and Case A with the highest COV of around 20 percent. Possible reasons for
such differences are discussed in the following section. Based on this assessment of the effect of the number of neurons on ANN goodness of fit, an amount of 20 neurons was selected to be used in all cases so that the results are comparable. This number of neurons also satisfies the “golden rule” of ANNs, to have approximately half as many neuron connections (see Table 4) as data points in the dataset (SARLE [34]).

To create and evaluate each case’s ANN, each dataset was randomly divided into three subsets – training, validation, and testing – containing 60 percent, 20 percent, and 20 percent of data points, respectively. First, the ANN performed as many iterations
Table 4

Summary of ANN parameters.

<table>
<thead>
<tr>
<th>Case</th>
<th>Objective</th>
<th>Target</th>
<th>Inputs</th>
<th># of inputs</th>
<th># of outputs</th>
<th># of hidden layers</th>
<th># of neurons in hidden layer</th>
<th>Total # of connections</th>
<th># of data points</th>
<th>Transfer functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Predict IDT_Mix from BBR_Mix</td>
<td>IDT_Mix at 16, 60, 120, 240, 500, 1000 s</td>
<td>BBR_Mix at 16, 60, 120, 240, 500, 1000 s</td>
<td>PG1, PG2, TH, TI, TL</td>
<td>11</td>
<td>6</td>
<td>1</td>
<td>20</td>
<td>340</td>
<td>660</td>
</tr>
<tr>
<td>B</td>
<td>Predict BBR_Mix from BBR_Bind</td>
<td>BBR_Bind at 16, 60, 120, 240, 500, 1000 s</td>
<td>BBR_Mix at 16, 60, 120, 240, 500, 1000 s</td>
<td>PG1, PG2, Mod, TH, TI, TL, AV, AGG1, AGG2</td>
<td>15</td>
<td>6</td>
<td>1</td>
<td>20</td>
<td>420</td>
<td>594</td>
</tr>
<tr>
<td>C</td>
<td>Predict BBR_Bind from BBR_Mix</td>
<td>BBR_Bind at 16(60, 120, 240, 500, 1000 s</td>
<td>BBR_Bind at 16(60, 120, 240, 500, 1000 s</td>
<td>PG1, PG2, Mod, TH, TI, TL</td>
<td>12</td>
<td>6</td>
<td>1</td>
<td>20</td>
<td>360</td>
<td>594</td>
</tr>
</tbody>
</table>

Fig. 2. Effect of ANN structure on goodness of fit.

as required to minimize the MSE on the training subset. The validation subset was then used to ensure that there was no over-fitting in the final results. Lastly, the testing subset provided an independent measure of how well the network could be expected
to perform on data not used in the training process. The prediction for each subset was evaluated by the level of correlation \( R^2 \) between predicted (Output) and measured (Target) values of \( D(t) \).

It should be noted that originally three different training/validation/testing subset divisions were used in this study (50/25/25, 60/20/20, and 70/15/15). It was found however that they did not yield any significant difference in terms of goodness of fit and therefore only the results of the 60/20/20 division are reported in this paper.

5.2. Analysis of the ANN Results

Fig. 3, Fig. 4, and Fig. 5 include charts of the correlation between the output and target values of \( D(t) \) for all values in cases A, B, and C, respectively. Analysis of the \( R^2 \) values for Case A shown in Fig. 3 suggests that the HMA creep compliance values from the IDT and the BBR beams test are highly correlated \( (R^2 = 0.99) \). Similarly, Fig. 4 and Fig. 5 show high goodness of fit values for cases B and C respectively, which illustrate the ability of the ANNs to predict the creep compliance of the HMA mix from the creep compliance of asphalt binders and vice versa. It can also be observed that the overall \( R^2 \) value for each dataset does not differ much between the cases with values ranging between 0.98 and 0.999.

![Fig. 3. Correlation charts of ANN outputs versus targets for Case A (all values).](image)

It should be noted that the similarly high correlations between ANN predictions and the measured values in Cases A, B, and C were accompanied by different levels
Fig. 4. Correlation charts of ANN outputs versus targets for Case B (all values).

Fig. 5. Correlation charts of ANN outputs versus targets for Case C (all values).
of variability in the predicted values. Case A \((\text{predict IDT } D(t) \text{ Mix from BBR } D(t) \text{ Mix})\) had the greatest dispersion of ANN-predicted values as seen in the correlation chart found in Fig. 3. Case B \((\text{predict BBR } D(t) \text{ Mix from BBR } D(t) \text{ Binder})\) exhibited noticeably lower variability (Fig. 4). Finally, Case C \((\text{predict BBR } D(t) \text{ Binder from BBR } D(t) \text{ Mix})\) yielded a very low variation in predicted values (Fig. 5). One possible explanation for such a phenomenon is that in Case A, the variation in the ANN predictions was affected by variations in both the BBR and the IDT tests performed on the HMA samples which typically produces higher variability than asphalt binder testing.

To further investigate the ANN predictions, the predicted and experimentally determined creep compliance curves were constructed and compared separately for each case. In practical applications, such as the previously mentioned M-EPDG approach, the entire creep compliance functions are used to predict pavement performance as opposed to discrete values.

5.3. Analysis of Creep Curves from ANN Simulation

Based on the ANN-predicted and test measured values at 16, 60, 120, 240, 500, and 1000 s, creep compliance functions were constructed for each considered case (A, B, and C). Altogether, 60 pairs of creep functions were plotted for Case A and 54 pairs of creep curves were plotted for both Case B and C. The curves were then evaluated in terms of the percent error between the output \((\text{predicted})\) and target \((\text{measured})\) values. It was found that at 95 percent reliability the average percent error of the predicted creep compliance values were approximately 40, 30, and 10 percent for Cases A, B, and C, respectively. Examples of the creep compliance curves and their associated prediction errors are found in Fig. 6, Fig. 7, and Fig. 8. The ANN-predicted errors shown in these figures correspond well with the variation in the BBR-measured values of the HMA creep compliance reported elsewhere (Zofka 2007; Zofka et al. 2008b).
5.4. Verifying the Universality of the ANN on Independent Data

As shown above, the ANNs trained in this study using the BBR and IDT data produced a high correlation between measured and predicted creep compliance values. The final phase of this study was intended to verify the universality of trained ANNs, e.g. their ability to retain a high correlation between measured and predicted values.
when using entirely independent data. The verification dataset included the BBR- and IDT-measured values of $D(t)$ at 16, 60, 120, and 240 s for the following two HMAs:

Warm Mixed Asphalt (WMA) with PG 58-34 modified asphalt binder and granite aggregate including up to 20% of Reclaimed Asphalt Pavement (RAP), 4% air voids (WMA:58-34:M:RAP).

Dense-graded HMA with PG 58-28 unmodified binder and granite aggregate including 5% of manufactured waste shingles, 4% air voids (58-28:U:GRS).

Corresponding asphalt binders were aged using the Pressure Aging Vessel (PAV) procedure (AASHTO [35]) which is different from the RTFOT procedure used for the development of the ANNs. To eliminate this inconsistency, simple adjustment factors were applied to the PAV values. The factors were determined as a function of the test temperature using a large creep compliance binder database (Marasteanu et al. [36]).

The previously trained ANNs were simulated using verification data as inputs, and the produced outputs were then compared with target (measured) values. It was noted that the range of prediction errors for the verification dataset was significantly wider than that for the training dataset. The percent error in the predicted creep compliance values ranged between approximately 10 to 60 percent for Case A, 5 to 55 percent for Case B, and 20 to 80 percent for Case C. The comparison of creep curves for Case A (Fig. 9a) yielded a fairly high level of prediction (within 10-20 percent from the measured values) for the RAP-modified mix WMA:58-34:M:RAP. However, the ANN simulation of the same case for the HMA mix with 5% shingles (58-28:U:GRS) produced remarkably high deviation (within 40 to 60 percent) from the measured values (Fig. 9a). Fig. 10 illustrates the opposite trend for Case B (15 to 60 percent error for WMA:58-34:M:RAP and only 5 to 15 error for 58-28:U:GRS). In Case C, ANN failed to yield any reasonable level of prediction for both type of binders, yielding 20 to 80 percent deviation from measured $D(t)$ values.

Higher error in the predictions generated by the verification datasets can be primarily attributed to the differences in the material composition: the verification set contained recycled additives that typically introduce higher variability into any characterization testing, and such materials were not used when developing the ANNs structures. Furthermore, the binder aging conversion factors (from PAV to RTFOT) as well as binder type may contribute up to 10% to the prediction error. Aggregate mechanical properties and gradation distribution also differed in the verification data which increased further the error of prediction. One potential solution to improve prediction accuracy is to expand and to diversify training dataset, and to implement additional factors that would account for material heterogeneity.
Fig. 9. Case A Verification: Creep Curves for a) binder WMA:58-34:M:RAP, b) binder 58-28:U:GRS.
Fig. 10. Case B Verification: Creep Curves for a) binder WMA:58-34:M:RAP, b) binder 58-28:U:GRS.
Fig. 11. Case C Verification: Creep Curves for a) binder WMA:58-34:M:RAP, b) binder 58-28:U:GRS.
This paper explores the feasibility of using ANNs to predict the creep compliance of asphalt binders from the BBR tests on the HMA specimens and vice versa. It also evaluates the ANNs ability to correlate BBR data for HMA beams with the results of the more traditional IDT testing on short HMA cylinders.

The experimental effort described in this paper included the IDT and BBR results for 20 HMA mixes with different rheological properties at three temperature levels. The 20 HMA mixes were produced by combining 10 modified and unmodified binders of different performance grades with two types of aggregates – granite and limestone. For the full dataset, the RTFOT-aged binders were also tested in the BBR device in accordance with the standard AASHTO procedure.

The experimentally obtained creep compliance values for the HMA and binders were used to train feed-forward, back-propagation Artificial Neural Networks. Separate ANNs were considered for the following three cases:
1. Case A: predict the IDT HMA creep compliance from the BBR tests on thin HMA beams.
2. Case B: predict the creep compliance of the HMA mix from the BBR tests results on the corresponding asphalt binder.
3. Case C: backcalculate creep compliance of the binder from the BBR test results on the corresponding HMA beams.

It was found that the ANN prediction models demonstrated very high correlation of 97 to 99 percent between ANN-predicted and experimentally measured values for all three cases albeit with different levels of variability. Furthermore, the creep compliance curves for all three cases showed fairly good agreement (5 to 20 percent error) with measured values. Lastly, the universality of the trained ANNs was tested by using the BBR and IDT test results from the independent source. The simulation results showed significantly higher level of deviation from target values (10 to 80 percent error). High error values could be attributed to the significantly different material composition of the verification set. The materials in the verification dataset included Reclaimed Asphalt Pavement (RAP) and manufactured waste shingles. In addition, the gradation and mechanical properties of the aggregate differed from the original material used to develop the ANNs.

Based on an analysis of the ANN training and verification results produced in this study, it can be reasonably concluded that ANNs are suitable for predicting the creep compliance of the HMA from the BBR-measured creep compliance of the binder, especially in the initial material evaluation process. Furthermore, trained ANNs can match the BBR-measured creep compliance of HMAs with the creep compliance obtained from the more traditional IDT procedure. Predicted HMA creep compliance values can then be used in the pavement performance models included in the M-EPDG. However, one should keep in mind that ANNs may produce high prediction errors if material
composition is significantly different from the original material used to calibrate the ANNs.
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