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Abstract

In this paper there are presented the results of ARIA encryption standard parallelizing. The data dependence analysis of loops was applied in order to parallelize this algorithm. The OpenMP standard is chosen for presenting the algorithm parallelism. There is shown that the standard can be divided into parallelizable and unparallelizable parts. As a result of the study, it was stated that the most time-consuming loops of the algorithm are suitable for parallelization. The efficiency measurement for a parallel program is presented.
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2. ARIA encryption standard

ARIA is a block encryption algorithm developed by South Korean researchers in 2004 (version 1.0) [1] based on a substitution permutation network (SPN) that operates on 128-bit data blocks with a 128-, 192- or 256-bit key and with a variable number of rounds- 12, 14 or 16 (depending on the key size). ARIA was established as a South Korean standard block cipher algorithm in 2004 (KS X 1213:2004) [2] and was included in PKCS #11 in 2007 [3]. The ARIA algorithm can be divided into two parts: key scheduling and data randomizing part. The key scheduling consists of two phases: a non-linear expansion phase, in which key is expanded into four 128-bit words (Wk) and a linear key-schedule phase, in which the sub-keys are derived from the words (Wk).

The data randomizing part takes a 128-bit input data and transforms it into a 128-bit ciphertext (Cj) in the case of encryption process or a 128-bit plaintext in the case of decryption process using an involution diffusion layer (a 16x16 binary matrix), two kinds of substitution layer, where the state goes through 16 S-boxes and a round key addition, where the state is XORed with a 128-bit round key.

The encryption process with 128-bit data block (P) and the 192-bit key (K) is as follows:

\[
P_{i} = FO (P_{i}, ek_{i});
\]

\[
P_{i+1} = FE (P_{i}, ek_{i+1});
\]

\[
P_{i+2} = FO (P_{i+1}, ek_{i+2});
\]

\[
P_{i+3} = FE (P_{i+2}, ek_{i+3});
\]

\[
P_{i+4} = FO (P_{i+3}, ek_{i+4});
\]

\[
P_{i+5} = FE (P_{i+4}, ek_{i+5});
\]

\[
P_{i+6} = FO (P_{i+5}, ek_{i+6});
\]

\[
P_{i+7} = FE (P_{i+6}, ek_{i+7});
\]

\[
P_{i+8} = FO (P_{i+7}, ek_{i+8});
\]

\[
P_{i+9} = FE (P_{i+8}, ek_{i+9});
\]

\[
P_{i+10} = FO (P_{i+9}, ek_{i+10});
\]

\[
P_{i+11} = FE (P_{i+10}, ek_{i+11});
\]

\[
P_{i+12} = FO (P_{i+11}, ek_{i+12});
\]

\[
P_{i+13} = FE (P_{i+12}, ek_{i+13});
\]

\[
P_{i+14} = FO (P_{i+13}, ek_{i+14});
\]

\[
P_{i+15} = FE (P_{i+14}, ek_{i+15});
\]

where \( P_{i} \) plaintext; \( P_{i+1} \) intermediate text; \( C_{j} \) ciphertext; \( ek_{i} \) encryption round keys (defined by \( K \)); \( FO \) an odd round function; \( FE \) an even round function; \( SL_{2} \) type 2 of substitution layer.

The decryption process of ARIA is the same as the encryption process except that encryption round keys are replaced by decryption round keys. For example, encryption round keys \( ek_{1} \) of the 14-round ARIA algorithm are replaced by decryption round keys \( dk_{1} \).

To encrypt or decrypt more than one block, there are five official modes of the ARIA algorithm: ECB, CTR, CBC, CFB and OFB [4].
The ECB mode (illustrated in Fig. 1) is defined as follows:

a) encryption process:
\[ C_j = E(K)(P_j) \] for \( j = 1\cdot n \);

b) decryption process:
\[ P_j = E^{-1}(K)(C_j) \] for \( j = 1\cdot n \);

where: \( P_j \) - data blocks, \( C_j \) - ciphertext blocks, \( E_K \) - encryption procedure; \( E^{-1}_K \) - decryption procedure.

The ARIA encryption algorithm is the South Korean encryption standard- alternative to the Advanced Encryption Standard (AES) [5] or Japanese encryption standard- Camellia [6].

3. Types of dependences

There are the following types of dependencies blocking parallelism in “for” loops of encryption algorithms [7, 8, 9]:

A Data Flow Dependence indicates a write-before-read ordering that must be satisfied for parallel computing. This dependence cannot be avoided and limits possible parallelism. The following loop yields such dependences:

```c
for(i=0; i<n; i++)
    a[i] = a[i + 1];
```

A Data anti-dependence indicates a read-before-write ordering that should not be violated when performing computations in parallel. There are techniques for eliminating such dependences. The loop below produces anti-dependences:

```c
for(i=0; i<n; i++)
    a[i] = a[i - 1];
```

An Output Dependence indicates a write-before-write ordering for parallel processing. There are techniques for eliminating such dependencies. The following loop yields output dependences:

```c
for(i=0; i<n; i++)
    a[0] = a[i+1];
```

In the case of a Control Flow Dependence value of variable (in S2) depends on the flow of control (in S1) like in the following example:

```c
for(int i=0; i<n; i++)
{
    if (x=0)
        S1:
    S2: y = 1.0/4;
}
```

All of the above loops cannot be executed in parallel in such a form, because results generated by the loops would be not the same as whose yielded with sequential loops. Thus, it is necessary to transform these loops so as to reduce such dependencies.

4. Parallelization process

In order to present the parallelized source code of the ARIA encryption standard, the OpenMP API was applied. The OpenMP Application Program Interface (API) supports multi-platform shared memory parallel programming in C/C++ and Fortran on all architectures including Unix and Windows NT platforms. OpenMP is a collection of compiler directives, library routines and environment variables that can be used to specify shared memory parallelism. OpenMP directives extend a sequential programming language with Single Program Multiple Data (SPMD) constructs, work-sharing constructs and synchronization constructs and enable to operate on private data [10, 11].

In order to parallelize the ARIA encryption standard in the ECB mode, there was used the sequential ARIA algorithm version 1.0 written in ANSI C [12]. This choice makes it possible to perform efficient parallelization in view of a high clarity code, enclosing most computations in iterative loops and a little number of the used functions. In order to enable enciphering and deciphering the whichever number of data blocks, there have been created two new functions, the ARIA_enc() for the encryption process and the ARIA_dec() for the decryption based on Crypt(), by analogy with similar functions included in the C source code of the cryptographic algorithms (DES- the des_enc(), des_dec(), LOKI91- the loki_enc(), the loki_dec(), IDEA- the idea_enc(), the idea_dec(), etc.) presented in [13].

The main aim of the study is to enable enciphering and deciphering in parallel form messages that consist of many data blocks using the parallelized ARIA encryption algorithm working in the ECB mode of operation.

The process of the ARIA encryption standard parallelization can be divided into the following stages:

- finding the most time-consuming functions of the ARIA encryption standard;
- making preliminary transformations of the most time-consuming loops;
- data dependence analysis of the most time-consuming loops using Petit program [14];
- removal of data and control dependences (when it is possible);
- constructing parallel loops (in accordance with the OpenMP standard).

There have been carried out experiments with the sequential ARIA encryption standard that encrypts and then decrypts 3 megabytes plaintext in order to find the most time-consuming functions including no I/O functions. It has been discovered that such functions are included in the ARIA_enc() and in the ARIA_dec(), thus their parallelization is critical for reducing the total time of the algorithm execution. Taking into account the strong similarity of both loops there is shown only ARIA_enc() function:

```c
typedef unsigned char Byte;
typedef unsigned int Word;

void ARIA_enc( const Byte *i, int Nr, const Byte *rk, Byte *o, int blocks) {
    int ii;
    Word t0, t1, t2, t3;
    for (ii=0; ii<blocks; ii++) {
        WordLoad(WO(i+16*ii,0), t0);
        WordLoad(WO(i+16*ii,1), t1);
        WordLoad(WO(i+16*ii,2), t2);
        WordLoad(WO(i+16*ii,3), t3);
        if (Nr > 12) {KXL FO KXL FE}
        if (Nr > 14) {KXL FO KXL FE}
        KXL FO KXL FE KXL FO KXL FE KXL FO KXL FE
        if (Nr > 14) {KXL FO KXL FE}

        ifdef LITTLE_ENDIAN
        if (0+16*ii) = (Byte)(X2[BRF(t1,24)]) ^ rk[3];
        if (1+16*ii) = (Byte)(X2[BRF(t0,16)>>8]) ^ rk[2];
        if (2+16*ii) = (Byte)(S2[BRF(t0, 8)]) ^ rk[1];
        if (3+16*ii) = (Byte)(S2[BRF(t0, 0)]) ^ rk[0];
        if (4+16*ii) = (Byte)(X1[BRF(t1,24)]) ^ rk[7];
        if (5+16*ii) = (Byte)(X2[BRF(t1,16)>>8]) ^ rk[6];
        if (6+16*ii) = (Byte)(S1[BRF(t1, 8)]) ^ rk[5];
        if (7+16*ii) = (Byte)(S2[BRF(t1, 0)]) ^ rk[4];
        if (8+16*ii) = (Byte)(X1[BRF(t2,24)]) ^ rk[11];
        if (9+16*ii) = (Byte)(X2[BRF(t2,16)>>8]) ^ rk[10];
        if (10+16*ii) = (Byte)(S1[BRF(t2, 8)]) ^ rk[9];
```
In this paper there is described the parallelization of the ARIA encryption standard. The ARIA encryption standard was divided into parallelizable and unparallelizable parts. There was shown that the iterative loops included in the most time-consuming operations (placed in the ARIA_enc() and the ARIA_dec() functions) have sufficient efficiencies. To reduce data dependences existing in the source code, we have to make the privatization of the indexing variable ii and variables t0, t1, t2, and t3. The source code of the loop is suitable to apply the following OpenMP API constructs [10], [11]:
- parallel region construct (“parallel” directive);
- work-sharing construct (“for” directive)- all the iterations of the associated loop can be executed in parallel in this case.

Thus, the ARIA_enc() function with the parallelized most time-consuming loop has the following form (in accordance with the OpenMP API):

```c
typedef unsigned char Byte;
typedef unsigned int Word;

void ARIA_enc( const Byte *i, int Nr, const Byte *rk, Byte *o, int blocks) {
int ii;
Word t0, t1, t2, t3;
#pragma omp parallel private(ii,t0,t1,t2,t3)
#pragma omp for
for (ii=0; ii<blocks; ii++) {
    ...
    //body of the loop
}
```

The total parallel running time of the ARIA encryption standard consists of the following time-consuming operations:
- data receiving from an input file,
- data encryption,
- data decryption,
- data writing to an output file (both encrypted and decrypted text).

The total speed-up of the parallelized ARIA encryption standard depends considerably on two major factors: whether the most time-consuming loops are parallelizable and the method of data reading and data writing. The results confirm that the parallelized codes of the most time-consuming loops (placed in the ARIA_enc() and the ARIA_dec() functions) have sufficient efficiencies.

6. Conclusions

In this paper there is described the parallelization of the ARIA encryption standard. The ARIA encryption standard was divided into parallelizable and unparallelizable parts. There was shown that the iterative loops included in the most time-consuming functions (responsible for the data blocks encryption and decryption) were fully parallelizable. In order to parallelize these loops, it is necessary to make appropriate transformations of the body loops (described in the Section 4) and use the variable privatization technique.

The experiments carried out on the shared memory multiprocessor with one, two, four, eight, sixteen and thirty two processors versus the only one are given in Table 1.
encryption standard considerably boost the time of the data encryption and decryption. It seems that the speed-ups received for the most time-consuming loops are satisfactory. The rest of the time-consuming parts of the code, contains I/O functions that are unparallelizable because the access to memory is, by its nature, sequential. Hence, the total speed-up is less than that for the parallelizable part.

The parallelized ARIA encryption standard presented in this paper can be also helpful for hardware implementations of this algorithm or NVIDIA CUDA based implementations. The hardware synthesis of the ARIA encryption standard will depend on the appropriate adjustment of the data transmission capacity and the computational power of hardware.
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