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1. Introduction

In our recent work [2, 3, 4] we have proposed several algorithms to extract coarse-grained parallelism represented with synchronization-free slices consisting of the loop statement instances by means of the Iteration Space Slicing Framework (ISSF). The goal of those publications was the formalization and theoretical representation of techniques extracting synchronization-free slices by means of ISSF. Experimental results with NAS benchmarks (the number of slices extracted from loops as well as program performance: speedup and efficiency of parallel code) are presented in paper [2].

In the current paper, we focus on the problem of the automatic extraction of representative loop statement instances of synchronization-free slices in practice, because this problem is not trivial and requires a special attention.

In order to implement our algorithms, we have chosen the publicly available Omega Library [11]. Although Omega provides many useful high-level functions, it lacks some very important functions to be able to generate specialized relations envisaged by our algorithms.

In this paper, we show how to extract loop statement instances of synchronization-free slices by means of both available functions of the Omega Library and new additional functions which we have implemented.

2. Background

In this paper, we deal with affine loop nests where:

i) for given loop indices, lower and upper bounds as well as array subscripts and conditionals are affine functions of surrounding loop indices and possibly of structure parameters (i.e., parameterized loop bounds), and

ii) the loop steps are known positive constants.

A nested loop is called perfectly nested if all its statements are comprised within the innermost nest. Otherwise, the loop is called imperfectly nested. An arbitrarily nested loop can be both perfectly and imperfectly nested.

A statement instance $s(I)$ is a particular execution of a loop statement $s$ for a given iteration $I$.

Two statement instances $s(I)$ and $s(J)$ are dependent if both access the same memory location and if at least one access is a write. $s(I)$ and $s(J)$ are called the source and destination of a dependence, respectively, provided that $s(I)$ is lexicographically smaller than $s(J)$ ($s(I) < s(J)$, i.e., $s(I)$ is always executed before $s(J)$).

The approach to extract synchronization-free parallelism in program loops by means of the Iteration Space Slicing Framework requires an exact representation of loop-carried dependences and consequently an exact dependence analysis which detects
a dependence if and only if it actually exists\(^1\). To describe and implement our algorithms, we choose the dependency analysis proposed by Pugh and Wonnacott [8] where dependences are represented by dependence relations whose constraints are described in the Presburger arithmetic (built of affine equalities and inequalities, logical and existential operators); the Omega library is used for computations over such relations [11].

A dependence relation is a tuple relation of the form

\[
[(\text{input list})] \rightarrow [(\text{output list})]: \text{constraints};
\]

where input list and output list are the lists of variables and/or expressions used to describe input and output tuples and constraints is a Presburger formula describing constraints imposed upon input list and output list.

We use standard operations on relations and sets, such as intersection (\(\cap\)), union (\(\cup\)), difference (\(-\)), domain of relation (domain(R)), range of relation (range(R)), relation application (given a relation \(R\) and set \(S\), \(R(S) = \{e' \mid e \in S, e \rightarrow e' \in R\}\)), positive transitive closure (given a relation \(R\), \(R^+ = \{e \rightarrow e' \mid e \rightarrow e' \in R, e \rightarrow e'' \in R \land e'' \rightarrow e' \in R^\}\)), transitive closure (\(R^+ = R \cup I\), where \(I\) is the identity relation). These operations are described in detail in [11].

Iteration Space Slicing [7] takes dependence information as input to find all statement instances that must be executed to produce the correct values for the specified array elements.

**Definition 1**

Given a dependence graph, \(D\), defined by a set of dependence relations, \(S\), a slice is a weakly connected component of graph \(D\), i.e., a maximal subgraph of \(D\) such that for each pair of vertices in the subgraph there exists a directed or undirected path.

If there exist two or more slices in \(D\), then taking into account the above definition, we may conclude that all slices are synchronization-free, i.e., there is no dependence between them.

**Definition 2**

An ultimate dependence source(destination) is a source (destination) that is not the destination (source) of another dependence. Ultimate dependence sources and destinations represented by relation \(R\) can be found by means of the following calculations: (domain(R) - range(R)) and (range(R) - domain(R)), respectively.

**Definition 3**

A source(s) of a slice is an ultimate dependence source(s) that this slice contains.

**Definition 4**

A representative loop statement instance of a slice is its lexicographically minimal source.

Further on in this paper, we refer to representative loop statement instances as to representatives.

### 3. Extracting representatives of slices

The approach to extract synchronization-free slices [2] relies on the transitive closure of an affine dependence relation describing all dependences in a loop and consists of two steps. First, representatives of slices are found in such a manner that each slice is represented with its lexicographically minimal statement instance. Next, slices are reconstructed from their representatives and code scanning these slices is generated.

Given a dependence relation \(R\) describing all dependences in a loop, we can find a set of statement instances, \(S_{UDS}\), describing all ultimate dependence sources of slices as \(S_{UDS} = \text{domain}(R) - \text{range}(R)\). In order to find elements of \(S_{UDS}\) that are representatives of slices, we build a relation, \(R_{SC}\) that describes all pairs of the ultimate dependence sources that are transitively connected in a slice, as follows:

\[
R_{SC} := \{(e) \rightarrow [e'] : e, e' \in S_{UDS}, e < e', R^*(e') \cap R^*(e)\},
\]

where \(R^*\) is the transitive closure of relation \(R\).

The condition \((e < e')\) in the constraints of relation \(R_{SC}\) means that \(e\) is lexically smaller than \(e'\). Such a condition guarantees that the lexically (the lexicographically smallest element from \(e\) and \(e'\) will always appear in the input tuple, i.e., the lexically smallest source of a slice (its representative source) can never appear in the output tuple. The intersection \(R^*(e') \cap R^*(e)\) in the constraints of \(R_{SC}\) guarantees that elements \(e\) and \(e'\) are transitively connected, i.e., they are the sources of the same slice.

Set \(S_{repr}\) containing representatives of each slice is found as \(S_{repr} = S_{UDS} \text{ range}(R_{SC})\).

Each element \(e\) of set \(S_{repr}\) is the lexically minimal statement instance of a synchronization-free slice. If \(e\) is the representative of a slice with multiple sources, then the remaining sources of this slice can be found applying relation \(R_{SC}\) to \(e\), i.e., \((R_{SC})^*(e)\). If a slice has the only source, then \((R_{SC})^*(e) = e\). The elements of a slice represented with \(e\) can be found applying relation \(R^*\) to the set of sources of this slice: \(S_{slice} = R^*((R_{SC})^*(e))\).

### 4. Enlarging the Omega Library

The Omega Library [5, 11] is a set of C++ classes for manipulating integer tuple relations and sets. Sets and relations in the Omega library are implemented as a single class, Relation, marked as being either a set or a relation. A Presburger formula describing the constraints imposed upon input and output tuples of a relation is represented as a tree of formula nodes that can have zero or more children. Children can be either other formula nodes or “atomic” constraints (single equality, inequality, or strict constraints). Formula is an abstract class and a plain Formula node can never be used in a tree. The subclasses of formulas are F_And, F_Or, F_Not, F_Declaration, F_Forall, F_Exists. Children can be added to any subclass using the following member functions that return pointers to the newly created child node: F_And* Formula::add_and(), F_Or* Formula::add_or(), F_Exists* Formula::add_exist(), etc.

In order to be able to represent the constraint \((R^*(e') \cap R^*(e))\) of relation \(R_{SC}\) in Omega, we redefine it as an equivalent constraint of the form:

\[
(\exists e'' : e'' \in D \land e'' \neq e' \land e'' \neq e' \land e'' \in R^*(e) \land e'' \in R^*(e'))
\]

where \(D = \text{domain}(R) \cup \text{range}(R)\), meaning that two sources of a slice, \(e\) and \(e'\), are transitively connected if there exists such an element, \(e''\), in the space of dependent statement instances \(D\) that belongs to both \(R^*(e)\) and \(R^*(e')\).

None of the constraints of relation \(R_{SC}\) can be represented in Omega directly. That is why, to permit for forming the constraints of relation \(R_{SC}\), we implemented the following functions.

1. void S_Add_Constraint (Set S, Relation R, F_And* f_and, Variable_ID expr) which substitutes the variables of set \(S\) for the variables represented by \(expr\) and inserts the constraints represented by \(expr\) into the constraints of relation \(R\).
2. void R_Add_Constraint (Relation R1, Relation R2, F_And *fexpr, Variable_ID ex) [int flag] which substitutes the variables of the input or output tuple of relation R1 or the variables represented by ex[ ] and inserts the constraints of relation R1 into the constraints of relation R2.

3. void Add_Lexicographic_Order (Relation R, F_And *fexpr), or void Add_Lexicographic_Order (Relation R, F_And *fexpr, Tuple <Variable_ID> left, Tuple <Variable_ID> right) which inserts the lexicographic order constraint into the constraints of relation R.

4. void Diff_Add_Constraint (Relation R, F_And *fexpr, Variable_ID ex[] ) which inserts constraint "input_tuple=tuple & output_tuple=tuple", where "tuple" is defined by ex[ ], into the constraints of relation R.

<table>
<thead>
<tr>
<th>Step</th>
<th>Constraints</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R_USC = { e \rightarrow }</td>
<td>Relation R_USC(n,n);</td>
</tr>
<tr>
<td>2</td>
<td>e.e \in UDS</td>
<td>S_Add_Constraint(UDS, R_USC, fand, e); S_Add_Constraint(UDS, R_USC, fand, e);</td>
</tr>
<tr>
<td>3</td>
<td>e &lt; e'</td>
<td>Add_Lexicographic_Order(R_USC, fand);</td>
</tr>
<tr>
<td>4</td>
<td>3e \in e': e.e \in D</td>
<td>S_Add_Constraint(D, R_USC, fand, e');</td>
</tr>
<tr>
<td>5</td>
<td>e' \not\equiv e &amp; e' \not\equiv e</td>
<td>Diff_Add_Constraint(R_USC, fand, e');</td>
</tr>
<tr>
<td>6</td>
<td>e' \in R^+(e) &amp; e' \in R^+(e')</td>
<td>R_Add_Constraint(R^<em>, R_USC, fand, e', 1); R_Add_Constraint(R^</em>, R_USC, fand, e', 0);</td>
</tr>
</tbody>
</table>

The library of the above functions with their detailed description can be found in the section "Download" at http://detox.wi.ps.pl/SFS_Project. Table 1 demonstrates how relation R_USC can be formed in 6 steps by means of the implemented functions. As we can see, using the implemented functions, we can generate R_USC by the 8 lines of transparent code. Having R_USC generated, it is important to simplify it using Omega's simplify function.

5. Experiments

The presented new functions were used in the tool, ESYs, implemented by us and permitting for automatic extracting representative loop statement instances of slices and generating code scanning slices and elements of each slice. It can be downloaded from http://detox.wi.ps.pl/SFS_Project. Using ESYs, we have extracted representative loop statement instances of slices for the loops presented in Table 2. The graphical representations of slices available in the loops are presented in Figures 1 – 4. For loops 1, 2, and 3 the considered iteration space is the set \{ \{i[j] \mid 1 \leq j \leq 2, 2 \& 1 \leq i \leq n\} \}, while for loop 4 it is the set \{ \{i[j] \mid 1 \leq j \leq 2\} \}. The representatives of slices are marked with the black circles.

Applying ESYs, we have studied NAS [10] and UTDSP[12] benchmarks to recognize what is the number and percentage of loops exposing multiple synchronization-free slices. We have
considered only such loops for which Petit [11] was able to carry out a dependence analysis. Table 3 presents the number and percentage of loops for which multiple slices were extracted and those of loops for which only a single slice was extracted. From the results presented in Table 3, we may conclude that for most loops from examined benchmarks, the Iteration Space Slicing Framework is able to extract coarse-grained parallelism.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>The number of loops</th>
<th>Loops with multiple slices</th>
<th>Loops with a single slice</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAS</td>
<td>80</td>
<td>69</td>
<td>11</td>
</tr>
<tr>
<td>UTDSPl</td>
<td>21</td>
<td>16</td>
<td>76.2%</td>
</tr>
</tbody>
</table>

6. Related work

The results of the paper are within the Iteration Space Slicing Framework (ISSF) introduced by Pugh and Rosser [7]. That paper examines one of possible uses of ISSF, namely how to optimize interprocessor communication. However, Pugh and Rosser do not show how synchronization-free slices can be extracted. Our previous papers [3, 4] present approaches within ISSF to extract synchronization-free slices of the chain and tree topologies that are described with non-linear forms. Because slices of the chain and tree topology always have a single source, there is no needs for calculating relation $R_{twin}$ and the problem of the computation of representative loop statement instances does not arise. Paper [2] is also within ISSF. It is devoted to the extraction of synchronization-free slices described with affine forms, but it does not present any details concerning the implementation of a proposed way to expose representative loop statement instances of slices.

7. Conclusion and future work

We presented a way how to calculate representative loop statement instances of synchronization-free slices in practice by means of the enlarged Omega library. Four additional functions were added to the library to simplify the implementation of extracting synchronization-free slices. Experiments with NAS and UTDSPl benchmarks were carried out by means of a tool implementing the presented approach. We extracted representatives of synchronization-free slices for NAS and UTDSPl loops for which Petit was able to carry out a dependence analysis. In our future work we plan to examine more popular benchmarks to discover what is the percentage of loops exposing synchronization-free slices.
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