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Abstract

Industrial processes can often be modelled using Petri nets. If all the process variables are assumed to be two-valued signals, then it is possible to obtain a control device, which works according to the algorithm described by conventional Petri net. However, the values of real signals are contained in some bounded interval, and therefore they can be interpreted as events, which are true in some degree from the interval [0,1]. Such a natural interpretation concerns sensor outputs, control signals, time expiration, etc. It leads to the idea of the fuzzy Petri net as a controller, which is able to process both analog and binary signals. Such the net is presented in this paper.

Streszczenie

Procesy przemysłowe często mogą być zamodalizowane za pomocą sieci Petriego. Jeżeli zmienne procesowe są traktowane jako dwuwartościowe, to można otrzymać urządzenie sterujące, które działa według algorytmu opisanego przez konwencjonalną siatkę Petriego. Jednak wartości sygnałów rzeczywistych zawarte są w pewnym skończonym przedziale, więc mogą być zinterpretowane jako zdarzenia prawdziwe w pewnym stopniu z przedziału [0,1]. Taka naturalna interpretacja dotyczy wyjść czujników, sygnałów sterujących, upływu czasu itd. Prowadzi to do idei rzeczywistych sieci Petriego jako układów sterowania, przetwarzających zarówno sygnały analogowe, jak i binarne. Takie sieci są przedstawione w niniejszym artykule.

1. Introduction

Petri nets are widely used to model computer systems, digital circuits, design of control systems and real-time software, communication protocols, information systems, knowledge-based systems, man-machine interfaces, flexible manufacturing systems, transport systems, etc. Modeling a system using Petri nets has many advantages in comparison with the other schemes; the language provided by such nets is a great help in representation of the behavior of concurrent systems. The graphical aspect makes it easier to represent the different interactions between discrete events: parallelism, synchronization, sequence, alternatives, nondeterminism and so on [8, 20, 24, 25]. Owing to Petri nets it is possible to exact modeling such interactions and the analysis of the investigated system.

Until now several extensions for improving different aspects of the Petri nets: high-level, hierarchical, temporal or stochastic Petri nets [8, 20], have been proposed. There has been an increasing interest in extending the fundamental concepts of Petri nets to incorporate the capabilities for handling fuzziness [27] in systems modeling. The studies carried out in this way have originated a new class of models which are called fuzzy Petri nets [2, 3, 5, 6, 18, 22]. In 1988, Looney as a first researcher proposed a Petri net model using fuzzy logic in [18], and developed a fuzzy reasoning algorithm for rule-based decision making by propositional logic. Since then, several authors from artificial intelligence and Petri nets communities, have proposed different kinds of fuzzy Petri nets. However, under the same name, these models are based on different approaches, which combine Petri nets and fuzzy logic. Some researchers used such the nets to deal with the knowledge representation and fuzzy reasoning [2, 5, 6, 22]. The other new conceptions appeared, as well. For example in [21], so called continuous fuzzy Petri net tool, which integrates the three technologies of fuzzy control, Petri nets and real-time knowledge-based systems was developed. This tools was implemented in the real-time expert system environment of Imperial Oil Ltd. (ESSO Canada).

Industrial processes can be often decomposed into many parallel subprocesses, which can, in turn, be modelled using Petri nets. For this reason, Petri net formalism seems to be more and more promising in the area of automatic control systems design. Some useful concepts of Petri nets has been developed and used for modeling of dynamic systems [8], and so called "interpreted Petri nets", which has been used for real-time software design for the programmable logic controllers (Grafset, SFCs) [7, 11]. The interpreted Petri net is slightly close to the idea of the net discussed in this paper, but in this case only, when we use classical logic.

As a result of the use of Petri nets and design methods based on Boolean logic, a number of procedures have been developed for the synthesis of the so called reconfigurable logic controllers [23], and parallel controllers [4, 10]. The constructed models based on Petri nets and traditional logic can be directly applied for implementing control system software or hardware [1, 19]. Unlike microprocessor-based software implementations, the hardware-based methods offer enough speed to control fast plants at low cost. The method described in [19] offers an attractive tool for engineers, because it provides a simple transformation procedure of the Petri net into the logic circuit. However, the resulting system as a computer program or hardware device, is capable of processing binary information only. The net described in this paper is a step forward in comparison with [19], because it is based on fuzzy logic. As a result it would be possible to design the fuzzy net, which has clear and natural interpretation as a formal description of a control algorithm. One will be able to design this fuzzy net as a computer program or - what is more important, as a hardware device, using new fuzzy hardware components [12, 14]. From the engineer-designer point of view it is important that we propose to use fuzzy logic in a very natural way. This net will be different from those described in the literature. We will describe the idea of the net, give the basic features of this net, and give a simple example of control system modeling.
2. Conception of fuzzy Petri net

First we will give a definition and basic assumptions. The fuzzy Petri net (FPN for short) is a system:

\[ \text{FPN} = (P, T, D, G, R, \Delta, \Gamma, \Theta, M_0) \]  

which contains the following sets:

- places \( P = \{ p_1, \ldots, p_n \} \)
- transitions \( T = \{ t_1, \ldots, t_m \} \)
- statements \( D = \{ d_1, \ldots, d_n \} \)
- conditions \( G = \{ g_1, \ldots, g_l \} \)

where any two of the sets \( P, T, D, G \) have no common elements,

- incidence relation \( R \subseteq (P \times T) \cup (T \times P) \),
- the function \( \Delta : P \rightarrow \mathbb{N} \), assigning the statement for any place,
- the function \( \Gamma : T \rightarrow G \), assigning the condition for any transition,
- the function \( \Theta : T \rightarrow [0,1] \), defining the degree to which the conditions corresponding to the transitions are satisfied, and
- the initial marking function \( M_0 : P \rightarrow [0,1] \).

We restrict ourselves to the specific case of the nets. Let us denote by \( \gamma = \{ t \in (p, t) \} \subseteq R \) - the set of input places for the transition \( t \), and by \( \rho = \{ t \in (t, p) \} \subseteq R \) - the set of its output places. The considered net is assumed to be clean, i.e. without such pairs \( (t, p) \) or \( (p, t) \), that \( p \in \gamma \cap \rho \). All capacities of the places and all weights of the arcs are assumed to be 1. We allow conflict in the net, i.e. the situation, when the number of input or output transitions for a given place is greater than 1. For determining which of two or more events should occur, an additional information is needed, which is not contained in the system description; it should be delivered from the environment [26]. We assume that such information is available.

3. Petri net dynamics

The basis of algebraic description of the net are incidence matrices \( C \) and \( C^* \), whose elements are from the set \( [0,1] \). If the number of transitions is \( s \) and the number of places is \( r \), then the matrices \( C = [c_{i,j}] \) and \( C^* = [c_{i,j}^*] \) have the dimension \( s \times r \), and their elements are defined as follows:

\[ c_{i,j} = 1 \Leftrightarrow (t_i, p_j) \in R, \quad \text{and} \quad c_{i,j}^* = 0 \Leftrightarrow (t_i, p_j) \notin R, \]  

\[ c_{i,j} = 1 \Leftrightarrow (p_j, t_i) \in R, \quad \text{and} \quad c_{i,j}^* = 0 \Leftrightarrow (p_j, t_i) \notin R. \]

Petri net dynamics describes how new marking is computed from the current marking, when the transitions are fired. Only enabled transitions can be fired.

In the sequel the marks \( \land \) and \( \lor \) will be used for minimum and maximum operations, respectively. Let FPN be the net with the marking \( M : P \rightarrow [0,1] \). The transition \( t \in T \) is enabled from the moment at which

\[ \forall p \in \gamma, M(p) = 1 \quad \text{and} \quad \forall p \in \rho, M(p) = 0, \]  

\[ \text{are satisfied, to the moment at which} \quad \forall p \in \gamma, M(p) = 0 \quad \text{and} \quad \forall p \in \rho, M(p) = 1, \]  

hold.

Let \( M \) be the marking in FPN, for which the transition \( t \in T \) is enabled, and \( \Theta(t) = \theta \in [0,1] \) denotes the degree to which the condition corresponding to the enabled transition \( t \) is satisfied. New marking \( M' \) of the net is computed according to the formula:

\[ M'(p) = M(p) \land (1 - \theta) \quad \text{for} \quad p \in \gamma \setminus \rho, \]  

\[ M'(p) = M(p) \lor \theta \quad \text{for} \quad p \in \rho \setminus \gamma, \]  

\[ M'(p) = M(p), \quad \text{otherwise}, \]

Now let us define for the matrices \( A = \{ a_{ij} \}_{i,m,n}, B = \{ b_{ij} \}_{i,n,m}, \) and \( C = \{ c_{ij} \}_{i,m,n} \), the following operations:

\[ U = \{ u_{ij} \}_{i,m,n} = A \land B \quad \Rightarrow \quad u_{ij} = a_{ij} \land b_{ij}, \]  

\[ V = \{ v_{ij} \}_{i,m,n} = A \lor B \quad \Rightarrow \quad v_{ij} = a_{ij} \lor b_{ij}, \]  

\[ W = \{ w_{ij} \}_{i,m,n} = \neg A \quad \Rightarrow \quad w_{ij} = 1 - a_{ij}, \]  

\[ Y = \{ y_{ij} \}_{i} \lor C \quad \Rightarrow \quad y_{ij} = \max_{j=1,\ldots,m} (a_{ij} \lor c_{ij}), \]

for \( i = 1, 2, \ldots, n, j = 1, 2, \ldots, m, \) and \( k = 1, 2, \ldots, s \).

In order to allow analysis of the FPN we need a procedure of how to compute new marking of the net from the current marking. A compact procedure in this range delivers a theorem, which we proved in [13].

Let us consider a clean FPN, in which capacities of the places and weights of the arcs are equal to 1, the number of transitions is \( s \), and the number of places is \( r \). Assume that there are some transitions in the net, which by the marking \( M \) are enabled according to (4)-(5). After firing the above transitions, the next marking \( M' \) is given by:

\[ M' = [\neg (\Theta \land C) \lor ((\Theta \lor C^*) \lor M)], \]  

where

\[ \Theta = E \land \Theta. \]

The vector \( E \) is of the length \( s \) and has coefficients from the set \([0,1]\), in which the given coordinate is equal to 1 if and only if, it corresponds to the enabled transition by the marking \( M \) in the net. \( \Theta \) is the vector of the length \( s \) with coordinates from the interval \([0,1]\), in which the given coefficient \( \delta_{i} (i = 1, 2, \ldots, s) \), describes the degree to which the condition corresponding to the transition \( i \in T \) is satisfied.

4. Features of the net

According to definition of FPN and assumptions, the net has two important features.

The first one is as follows. Suppose that the transition \( t \) is enabled. At any moment and independently from the degree \( \delta \), the sum of fuzzy markers in any input place \( p \in \gamma \) and any output place \( p \in \rho \) is equal to 1, i.e.:

\[ \Theta(t) = \theta \in [0,1] \Rightarrow M(p) + M(p) = 1. \]

At the moment at which the transition \( t \) is enabled, the above condition is satisfied for any \( p \in \gamma \) and \( p \in \rho \). If the condition which corresponds to the transition \( t \) is satisfied in the degree \( \delta \), then for the next marking resulting from marker transferring across the transition \( t \), the same condition holds independently from \( \delta \). This fact follows from the assumptions and de Morgan's law, which is true in fuzzy logic:

\[ M(p) + M(p) = [\neg \Theta \land M(p)] + [\Theta \lor M(p)] = [\neg \Theta \land M(p)] + [\Theta \lor M(p)] = 1. \]

Thus, we say about "marker transferring" across the transition. Now we explain the second feature of the net. If the degree of satisfying the condition which corresponds to the enabled transition \( t \) decreases, then the marking of places \( p \in \gamma \lor \rho \) remains the same. To prove this, let us suppose that, for the given marking \( M \) the transition \( t \in T \) is enabled. If the condition which corresponds to the transition is satisfied in the degree \( \theta \), then using (6) one can compute the new marking \( M' \). If for the marking \( M' \) the degree of satisfaction the condition which corresponds to transition \( t \) will decrease from \( \theta \) to \( \theta' \), then the next marking \( M'' \) can compute from (6) as the new one from the current marking \( M' \). This will be done for all three cases.

For \( p \in \gamma \lor \rho \) we obtain the next marking \( M'' \) as follows:

\[ M''(p) = M(p) \lor \theta' = [\neg \Theta \land M(p)] \lor \theta' = M(p). \]

For \( p \in \gamma \lor \rho \), the next marking \( M'' \) is computed as:

\[ M''(p) = M(p) \lor \theta' = [\Theta \lor M(p)] \lor \theta' = M(p), \]

and finally, for \( p \in \gamma \lor \rho \), we obviously obtain:

\[ M''(p) = M(p). \]

This means that decreasing the degree associated with the transition \( t \) does not cause changes in the marking of the net, i.e. \( M''(p) = M(p) \).

Such behavior prevents the net from direction changing of the marker, which is being transferred across the transition.
5. Example

Let us consider a simple example of two elevators for taking goods from the level I to 0 and from the level I to II as shown in Fig. 1.
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Fig. 1. The system of two elevators.

At the beginning, both elevators are in the states $S_1$ and $S_2$ correspondingly, and they are located on the level I. The sensors indicate: $L_1=0$ and $L_2=0$. After a passage of time $T$, which is the common waiting time for both elevators, the first elevator is moved down due to the signal $D_1$, which controls its drive ($D_1=1$). At the same time, the second elevator is moved up due to the signal $U_2=1$. The sensors $L_1$ and $L_2$ indicate the current position of the elevators and we assume that both signals from the sensors are normalized to the interval $[0,1]$. When the first elevator reaches the level 0, $(L_1=1)$, it goes to the waiting state $W_1$, which lasts for the time $T_1$. When the second elevator reaches the level II $(L_2=1)$, it goes to the waiting state $W_2$ for the time $T_2$. After the time $T_1$, the first elevator goes into the waiting state $S_1$. After the time $T_2$, the second elevator is moved down $(D_2=1)$ as long as the condition $L_2=0$ will be satisfied, $(L_2=1)$. Next, the second elevator goes into the waiting state $S_2$. When both elevators reach the states $S_1$ and $S_2$, correspondingly, the whole control process can be repeated.

The fuzzy Petri net which models the control algorithm is shown in Fig. 2, where:
- $S_i$ - initial state of $i$th elevator, $i=1,2$
- $W_i, W_2$ - waiting states of the first and second elevator on levels 0 and II, respectively
- $T$ - common waiting time of both elevators on level I
- $T_1$ - waiting time of the first elevator, $D_1=1$
- $T_2$ - waiting time of the second elevator on the level II
- $L_i$ - position sensor signals of $i$th elevator, $i=1,2$
- $D_i$ - control signal for $i$th elevator to move "down", $i=1,2$
- $U_i$ - control signal for $i$th elevator to move "up", $i=1,2$

Note that FPN, which describes the control algorithm enables one to take into consideration the analog sensors. Due to this we can recognize both movement direction, and current position of both elevators. This will cause no additional complication of the net. The structure of both binary, and fuzzy Petri net remains the same (Fig. 2).
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Fig. 2. The fuzzy Petri net for system of two elevators by initial marking.

One can describe this net by the incidence matrices $C$ and $C'$ as follows:

\[
C = \begin{bmatrix}
T & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
L_1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
T_1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
T_2 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
L_2 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}
\]

$C' = \begin{bmatrix}
T & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
L_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
L_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
T_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
T_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Assume that the common waiting time $T$ has expired and the elevators started from the level I. The vector $M$ which defines the current marking of the net is given by:

\[
S_1 D_1 W_1 U_1 S_2 U_2 W_2 D_2 \quad M = [0.0 \ 1.0 \ 0.0 \ 0.0 \ 1.0 \ 0.0 \ 0.0 \ 0.0]
\]

In this state the transitions associated with the sensors $L_1$ and $L_2$ are enabled. This means that the vector $E$ is equal to:

\[
E = [1.0 \ 0.0 \ 1.0 \ 0.0 \ 1.0 \ 0.0 \ 0.0 \ 1.0 \ 0.0 \ 0.0 \ 0.0 \ 1.0 \ 0.0 \ 0.0 \ 0.0 \ 1.0 \ 0.0 \ 0.0 \ 0.0 \ 1.0 \ 0.0 \ 0.0 \ 0.0 \ 1.0]
\]

Let us suppose that the first elevator covered 20% of its distance, $(L_i=0.2)$, whereas the second one - 70% of its distance, $(L_2=0.7)$. In such case we obtain:

\[
\theta = [0.0 \ 0.2 \ 0.0 \ 0.8 \ 0.7 \ 0.0 \ 0.3]
\]

The marking of the net will be changed as follows:

\[
S_1 D_1 W_1 U_1 S_2 U_2 W_2 D_2 \quad M'' = [0.0 \ 0.8 \ 0.2 \ 0.0 \ 0.0 \ 0.0 \ 0.3 \ 0.7 \ 0.0 \ 0.2]
\]

There was partial displacement of the marker between places $D_1$ and $W_1$ and between $U_1$ and $W_1$ (see Fig. 3). The displacement of the marker between $D_1$ and $W_1$ is proportional to the distance covered by the first elevator, whereas the displacement between $U_1$ and $W_1$ - to the distance covered by the second elevator. The marking changes seem to be rather understandable. It is worth noting that the arithmetic sum in the places $D_1$ and $W_1$ and in the places $U_1$ and $W_1$ is equal to 1. This general feature of the net was discussed in Section 4 and now it should be clear, why we say about transferring of the fuzzy marker through the transitions.
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Fig. 3. The next marking of FPN from Fig. 2.

The net can describe with any desired accuracy, the movement of the elevators, without necessity of introducing new places or transitions. Moreover, the structure of the binary net is preserved.
6. Summary

In the paper a fuzzy Petri net, which has a natural interpretation from fuzzy logic point of view, if it is a formal description of a control algorithm, was presented. The fuzzy logic was viewed rather as a kind of multi-valued logic. The conditions for transitions, which may be fired, were formulated and the method of transferring fuzzy markers was described. The algebraic method of the net description in the matrix form and the procedure of calculating the next marking based on current marking were presented.

The synthesis method of such a net is dedicated to rather complicated processes, which can be decomposed to a number of parallelly operating subprocesses and modelled using Petri nets. The advantage of using such class of Petri nets is the possibility for control systems design, in which both binary, and multi-valued, i.e. analog signals, occur. Thus, the controlled processes can have both analog, and binary inputs (from the sensors), and outputs (as control signals).

The net described in this paper can be implemented as a software for programmable logic controllers. The method of such implementation was described in [15], where special kind of fuzzy JK flip-flops developed in [12], and other fuzzy hardware components were used. The software for the FPN is much more complicated than this one for binary Petri nets.

The FPN can be assembled as a hardware device using existing [14] or new fuzzy hardware components [12, 13, 16, 17]. Such approach seems to be the most promising in the future, because it leads to low cost and very high-speed controller, which can work as synchronous or asynchronous hardware device [16, 17]. Some methods concerning the design process of such devices using FPGAs were developed and described in other authors' works. New methods concerning rapid prototyping of the nets as hardware devices are being currently investigated.

The proposed Petri net is robust. Namely, changes of the signal determining the degree $\theta$ to which the condition corresponding to the transition $i$ is satisfied, are not able to change the direction of transferring the marker through this transition. Owing to this, the control system based on FPN is robust with respect to temporary absence of the signals from the sensors. This fact was proved experimentally on several laboratory plants (a system of vehicles, a concrete production process and a technological line) [9, 13, 15, 16, 17].

If we change the analog sensors to binary ones, the FPN-based controller behaves exactly as the one based on binary Petri net - no additional changes in hardware or software are needed. The justification of this fact is simple: all fuzzy hardware or software components work both in the case of multi-valued signals from the interval $[0,1]$, and in the case of binary ones from the set $\{0,1\}$. It is natural, because Boolean logic may be viewed as a special case of fuzzy logic.

In contrast to binary Petri net, owing to fuzziness introduced to our net, we can apply more sophisticated control algorithms. For example, the signals generated by the FPN as a controller, can depend on the fuzzy marking of the net.
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