APPLICATION OF ARMA MODELLING AND ALPHA-STABLE DISTRIBUTION FOR LOCAL DAMAGE DETECTION IN BEARINGS
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Summary

In this paper a novel method for informative frequency band selection is presented. It is suitable for a vibration signal from a damaged rotating machine which is consisted of a pulse train, but it might be contaminated by other vibrations, often with higher energy. We first decompose the signal into simpler sub-signals and analyze those sub-signals using statistical tools, i.e. autoregressive moving average modelling and fitting of the α-stable distribution. The choice of this distribution is motivated by its excellent ability of modeling heavy-tailed data, i.e. impulsive data. We illustrate the proposed methodology by analysis of real vibration signals from heavy-duty rotating machinery. The results prove that this statistical analysis is very efficient in informative frequency band selection in presence of high-energy contamination.
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1. INTRODUCTION

Diagnostics of belt conveyor drive systems, which is an example of a heavy-duty machinery, is a very challenging problem due to its complex structure [1]. One of the most popular methods of damage detection that do not require visual inspection of the diagnosed machine relies on processing of a vibration signal acquired on the housing. Since such signal contains a lot of different components, extraction of the part which is informative from diagnostic point of view is the key issue. In other words, the signal has to be decomposed into the informative and non-informative part. In the literature one can find several methods that are based on the fact, that different frequency bands of the considered signal might carry different level of diagnostic information. Thus it is of high importance to divide the frequency spectrum of the signal into sub-bands to assess each one and quantify its diagnostic informativeness. The informativeness might be quantified by using many different approaches. Since a local damage of the machine results in a pulse train in time domain, thus it is revealed by a set of wideband excitations in the time-frequency domain. In the case of constant rotational speed (or when angular resampling make distances between pulses constant) the excitations constitute a periodic pulse train in a frequency band where they appear, thus not only impulsiveness, but also periodicity of impulses might be taken into consideration for assessment and quantification of...
informativeness. In the literature one can find methods that are based on the periodic nature of the pulse train, e.g. the protrugram [2], statistic based on the local maxima method [3,4]. There are also many previous works that incorporate the cyclic nature of a vibration signal from rotating machinery [5-10]. If the pulses might not be periodic or angular resampling does not give good results (or it just cannot be applied), then some methods that exploit only impulsiveness might be used, e.g. kurtosis [11-13], sparsity [14-16], measures based on moments, quantiles or cumulative distribution function [3,17] and other statistical criteria for informative band selection [18-21]. In this paper we follow the second approach, but with indirect application of the novel quantitative measure of informativeness. The indirectness means that the measure is not applied to the raw sub-signals that represent energy flow in particular sub-bands, but to preprocessed sub-signals. Such preprocessing is required by the measure we propose, namely we decorrelate sub-signals to obtain data to which we can properly fit the stability parameter of the α-stable distribution, i.e. the α parameter. One of the motivations of the preprocessing step is related to appropriate assessment and quantification of certain types of sub-signals. During the process of dividing the raw signal into sub-signals it can be noticed that some sub-signals might reveal a strange behavior, e.g. due to specific windowing procedure while sub-signals are obtained by the short-time Fourier transform (STFT). Therefore, the decorrelation procedure might decrease influence of data correlation on the measure of impulsiveness and increase influence of impulses related to the local damage.

The paper is organized as follows. In Section 2 we present methodology that incorporates short time Fourier transform, sub-signals extraction, modeling of sub-signals, statistical analysis of residuals and selection of the informative frequency band. In Section 3 we present analysis of a real data set which illustrates properties of the proposed methodology. The last section contains conclusion.

2. METHODOLOGY

In this section we present the algorithm that is used for selection of the informative band (Fig.1). After obtaining the raw signal, we first transform it into the time-frequency map through the short-time Fourier transform (STFT). The STFT is defined as [22]:

$$STFT(t, f) = \int_{-\infty}^{\infty} X(\tau) w(t - \tau) e^{2\pi tf} d\tau$$ (1)

where \(w(t-\tau)\) is the shifted window and \(X(\tau)\) is the input signal. The discrete version of equation (1) for observations \(X_i, X_2, ..., X_N\), time point \(t \in T\) and frequency \(f \in F\) is defined as follows:

$$STFT(t, f) = \sum_{k=0}^{N-1} X_k w(t - k)e^{2\pi i f k / N}$$ (2)

In our analysis we use the Kaiser window. In the proposed procedure each sub-signal is a time series corresponding to a narrow frequency band that arises after the mentioned time-frequency decomposition. However, since the STFT matrix is complex, absolute value needs to be taken to obtain the spectrogram. Moreover in our analysis we examine the increments of the sub-signals. In the next step we are going to determine orders and coefficients of the ARMA model through prediction error minimization algorithm.

The time series \(X_i\) is said to be an autoregressive moving-average process of order \((p, q)\) \((ARMA(p,q))\) if \(\{X_i\}\) is stationary and if for every \(t\) the following equation is satisfied [23]:

$$\phi(B)X_t = \theta(B)e_t$$ (3)

where \(B\) is backwards-shift operator: \(BX_t = X_{t+1}\) and

$$\phi(B) = 1 - \phi_1 B - ... - \phi_p B^p$$

$$\theta(B) = 1 + \theta_1 B + ... + \theta_q B^q$$ (4)

It is well-known how to estimate parameters of ARMA model - it might be done through Yule-Walker equations, Maximum Likelihood Estimator or prediction error minimization algorithm [23]. Last one is used in this work.

Another important issue related to the ARMA time series model are information criteria [24]. By choosing many possible orders of ARMA for both AR and MA parts (by ACF and PACF), and then applying an information criterion, e.g. the AIC criterion, one can choose best-fit model [23]. The next step involves statistical analysis of residuals of aforementioned models. Residuals are calculated by following equation:

$$E_i = \frac{\phi(B)X_i}{\theta(B)}$$ (5)

We propose to fit the is α-stable distribution to the residuals, since in sub-signals we expect a set of impulses (in statistical meaning – a set of extreme values) in a damaged bearing case and the is α-stable distribution can perfectly exhibit such behavior. This distribution has been already used for diagnostics, see [25]. A random variable \(X\) is α-stable distributed if its characteristic function is as follows [26]:

$$E e^{i\alpha X} = \begin{cases} 
\exp(-\sigma|\alpha|^{\alpha}(1 - \beta \text{sgn} \alpha \tan(\frac{\pi \alpha}{2})))i \alpha \tau & \alpha \neq 1 \\
\exp(-\sigma|\alpha|^{\alpha}(1 + \beta \text{sgn} \alpha \tan(\frac{\pi \alpha}{2}))) & \alpha = 1
\end{cases}$$ (6)
where $\alpha$ is stability parameter, $\beta$ is asymmetry parameter, $\sigma$ is scale parameter and $\mu$ is location parameter. The $\alpha$-stable distributed random variable has ‘heavy’ tails, i.e. its cumulative probability density function decays with power law. Therefore, there is a high probability of the variable having extreme values, which is useful in modeling signal with impulses. Therefore if we expect signal to come from damaged bearing, we shall expect high impulses on the left and right (tails). One of them method used to estimate parameters of the $\alpha$-stable distribution is called the McCulloch method and uses quantiles of the distribution [27].

On this basis we define a new selector for the informative band as:

$$Sel_{\alpha} = 2 - \alpha$$  \hspace{1cm} (7)

with $0 < \alpha \leq 2$. This formula is motivated by the fact that for non-heavy tailed data (i.e. for healthy or non-informative) the $\alpha$ parameter should be close to 2 and for heavy-tailed – lower than 2.

Therefore, above methodology might be helpful in selection of informative frequency band.

3. REAL DATA ANALYSIS

In this section we present real data analysis performed for validation of the proposed method of informative frequency band selection described in the Section 2. The investigated signals represent vibrations of a bearing which is a part of a belt conveyor driving unit. The unit is consisted of a motor, two-stage gearbox and drive pulley. The signals were acquired using an accelerometer located on the bearing’s housing in horizontal direction. The machine was normally loaded and the rotational speed was approximately constant during the data acquisition. We analyze two signals – one related to a healthy bearing and one related to a bearing with local damage of the outer race. Sampling frequency in both signals is 19.2 kHz and length of both of them is 2.5 s. These signals were analyzed in several previous works, where one can find detailed description of the machine. We just recall that the theoretical characteristic frequencies are: FTF (fundamental train frequency) – 0.51 Hz, BSF (ball spin frequency) – 4.45 Hz, BFF (ball fault frequency) – 8.9 Hz, BPFO (ball passing frequency outer race) – 12.34 Hz and BPFI (ball passing frequency inner race) – 16.06 Hz. Fig. 2 presents time series of the raw vibration signals.

Fig. 3 and 4 shows the corresponding spectrograms.

Parameters of the spectrogram are as following: Kaiser window of length 125, the number of overlapping samples is equal to 110 and the number of FFT points is 512. In both cases high-energy, low-frequency contamination from the gearbox is present (below 1 kHz) as well as high-frequency, low-energy noise above 7 kHz. Middle band from 1 to 7 kHz contains information about cyclic impulses which are related to the local damage.
Figures 5 and 6 represent orders of coefficients of AR and MA parts, respectively, chosen through the Akaike Information Criterion. As it can be seen, orders of AR part for damaged bearing are significantly higher in band 1kHz-6kHz. Observing Figure 6 one can notice that orders of MA part behave in a similar way. Observing both, AR and MA part, one can notice that orders for damaged bearing are significantly higher for MA part in informative band. It is due to the series of high energy impulses which increase the order of MA part.

Figures 7-12 present exemplary residuals of the suitable ARMA model from 3 narrowband frequency bins: low frequency, middle-frequency and high-frequency. Each frequency bin is represented by 2 sub-signal residuals – one from a healthy bearing and one from the damaged one.

It can be noticed that sub-signal residuals for low- and high-energy frequency bins in both cases are free of impulses related to damage, but they do not seem to be normally distributed. Thus, the stability parameter of the α-stable distribution should be close to 2 which results in close to 0 value of the selector defined in Eq. (7). Also sub-signal residuals for healthy case from the middle-frequency bin does not reveal pulses characteristic for low parameter of stability in the α-stable distribution. The only sub-signal residual which is consisted of impulses represents the middle-frequency bin and the damaged bearing. The value of the selector should be significantly higher than 0 therein.
Figure 13 presents values of selectors for all range of frequencies for healthy and damaged case, respectively. It can be easily noticed that for the frequency band between 1 and 7 kHz values of the selector for damaged bearing signal residuals are significantly higher. It proves effectiveness of our algorithm in automatic selection of the informative frequency band.
In Figure 14 signal from bearing with damaged outer ring is seen (top panel). After band-pass filtration applied with lower frequency equal to 1kHz and upper frequency equal to 7kHz, we obtained signal with clear visible impulses. Therefore, our method have been proven to be effective.

4. CONCLUSION

In the paper a novel criterion for informative frequency band selection is proposed. It is based on the fundamental property of a vibration signal from a damaged machine, i.e. presence of impulses in a certain frequency band. As an indicator of impulsiveness we used the stability parameter of the $\alpha$-stable distribution. The choice of this parameter is motivated by the fact that it is close to a certain constant for sub-signals that represent healthy machine or the non-informative part of the signal from a damaged machine and it is significantly lower for frequency bands containing impulses. Since the sub-signals are correlated due to the high overlapping in the STFT, we first model the sub-signals using the ARMA time series model of optimal order to improve efficiency of the selector. We illustrated the efficiency of the proposed method by analysis of a vibration signals from a heavy-duty machinery – drive pulley bearing from a belt conveyor driving unit. We proved that the novel selector appropriately finds the informative frequency band and the filtered signal contains a set of impulses that was invisible in the raw vibration signal.
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