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Abstract. The paper presents a two-level relaxation heuristic for production planning for multistage flowshop systems with intermediate buffers. The method concerns unidirectional multistage systems where tasks with respect to many various types of products are performed simultaneously. The fixed and the alternative production routes are regarded in the method. The top-level is a stage loading, i.e., allocation of tasks among the stages. The base-level is a task scheduling – allocation of tasks among the stations. The linear mathematical models of mixed integer programming are used in the method. The time criterion is used in the minimization functions – the minimal schedule is fixed. The condition that variables are to be integers has been ignored in the heuristic. The relaxed heuristic developed in such a manner enables obtaining good results in a very short time. This paper discusses the multilevel approach as the developed production scheduling method serves the purpose of solving relatively large problems. Results of computational experiments with the proposed heuristic method are presented.
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1. Introduction

One of the basic tasks concerning production planning is building production schedules. These schedules, which take into consideration specific criteria for breaking down the tasks, are built for different time horizons. This paper is focused on short-term planning of production flow through production lines. Production schedules are built for different types of products. The issues presented in the paper, related to task scheduling theory, mathematical modelling, discrete programming, are included in the field of operational research.

Production schedules, which place the planned tasks (operations) in time and space, are developed on the basis of one of two possible approaches: monolithic or hierarchical. The former, a single-level approach, is characterized by simultaneous solution of all sub-problems (such as balancing station workloads, or task scheduling). Owing to global treatment of a problem, best solutions are obtained. However, the enormous quantity of parameters and variables increases the amount of time required to perform calculations, and in many cases precludes solution of relatively large tasks. Therefore, in the case of significantly-sized tasks, the multilevel, or hierarchical, approach is employed. The global problem is divided into a series of sequentially solved partial tasks. Results obtained at a higher level provide data for a task solved at a lower level. One drawback of that concept, in comparison with the single-level approach, is the more significant deviation from the global optimum.

This paper deals with the application of the hierarchical approach. A two-level task scheduling algorithm has been developed. It is used for building schedules of product flow through unidirectional production lines. The issues of task scheduling for production systems, related to the algorithm presented in the paper, was analysed in detailed in, among others, the works of [1] and [2]. These papers include not only the description of the issues related to task and resources distribution, but also the description of systems, applied criteria as well as concepts used in the scheduling algorithms built for various configurations of production systems.

The algorithm presented in this paper applies to flexible production systems. Flexibility is understood here as the capacity of the system for simultaneous short-series (including single-unit) production of a number of different products at high performance of the entire system [3]. The paper [3] specifies typical types of flexibility, both at the level of the machine as well as at the level of production system management. It referred to, among others, flexibility of production assortment and flexibility of production volume. These two types of flexibility specifically refer to production lines for which the task scheduling algorithm has been developed. These systems feature the capacity of quick and economic transition do production of new types of goods (flexibility of production assortment) and the related production profitability, even with small volumes (production volume flexibility).

Task scheduling methods may be broken down into two groups: those which allow determination of optimum solutions (in view of the criteria taken into account) and those which are used to determine approximate solutions which are slightly deviated from the optimum.

A large number of task scheduling methods for flow systems is based on mathematical programming. The developed algorithm takes advantage of this tool. The problem to be
solved was formulated in the form of linear mathematical relationships. The art of building mathematical models is presented in, among others, [4] and [5].

The first of the models presented in this paper was inspired with [3] and [6]. These papers present models of discrete optimization tasks used for machine load-balancing. For the algorithm presented in this paper, a stage load-balancing model was built, in which every stage constitutes a set of machines working in parallel. The other works of the same author [7] and [8], in which integer programming has also been used, are similar in terms of the application of the two-level approach to product flow planning. At the top level of both works, machine workload is balanced, with scheduling of tasks at the lower level. These works, related to flexible assembly systems, cover the issues of the feeder layout. The tasks have been also emphasised in this paper which require using parts. Unlike with the concept of task scheduling described in the works [7] and [8], this paper presents the method in which the allocation of the tasks to the machines is done as late as at the level II. This results in better route flexibility. The presented method differs also with a number of other aspects, e.g. taking into consideration limited availability of the machines or setting intermediate buffers loads.

The algorithm presented in the paper is related, however, to the group of task scheduling methods which enables determination of approximate solutions. The grounds for building approximate algorithms and the related issues are described in [9]. In the mathematical models prepared for the algorithm presented here, the conditions for discrete decision variables were rejected. It clearly required building approximation procedures of the obtained results and verification and modification of the obtained solutions. The said activities are characteristic of relaxation heuristics which includes the developed algorithm.

With the application of the developed heuristic method, problems of significant scale may be solved in a relatively short time. Moreover, application of the hierarchical approach enables taking into consideration a large number of parameters and variables in mathematical relationships built for the problems solved one by one.

Taking into consideration limited availability of machines is a characteristic of the developed algorithm. It was inspired with [10]. Thus, planned demurrage of machines may be taken into account, for example allocated for maintenance or refitting.

The literature covering the issues of task scheduling for flow systems is very rich. The works [11] and [12] are dedicated to the presentation of the review of the used methods. The authors of the work [12] have classified these methods. They have described methods used for determination of optimum solutions, heuristics, hybrid approaches and simulation/decision support system (DSS). Higher importance of hybrid methods is indicated in the work, the methods which use combinations of two or more tools to find the solution. The classification of the methods used for task scheduling for multi-stage assembly systems is described in the work [13]. It has to be emphasised here that these methods include also designing systems, e.g. defining the locations of part feeders (which is also taken into account in the method described in this paper) or optimisation of the configuration of a production line. Among the developed methods for building schedules of product flow through production lines, heuristics play a major part, including those methods which are presented in this work.

The overview of the used heuristic methods may be found in [14]. A more recent article covering the review of task scheduling methods, not only for production systems, is [15]. A clear majority from among over two hundred articles in its bibliography refers to heuristic algorithms. The authors of the paper briefly reviewed task scheduling in production parallel machines or processor working in parallel. On the basis of the analyses of over 200 articles, many summaries were developed. For example, it was proven that mathematical programming is related to about 15% of the analysis methods. The overview of the used task scheduling criteria proved a major dominance of the scheduling length criterion (this criterion was also taken into account in the algorithm developed in this paper) over other criteria. A definite majority of the methods took into account only one criterion. Multicriteria methods constituted as little as 2% of all those taken into account.

Many developed algorithms which give very good results for the applied criteria are developed for a very limited, small number of machines (as with, for example, [16]) or a number of stages in flow systems. Examples of such algorithms for a two-stage system is provided in [17] (where an optimum solution is found), and heuristics described in [18] (in the first stage here only one machine may be located), whereas heuristics for three-stage systems are included in, among others, in [19]. The papers [17–19], just like in case of the algorithm described in the following sections of this paper, minimize scheduling length. The algorithm presented in this paper refers to multistage systems. However, in case of solving tasks of relatively large scale (including a major number of stages, machines and products, for which tasks are executed), a problem arises as regards limited capacity of the employed software of discrete optimisation packages. However, the current development of computer technology and software will allow solving tasks of ever increasing scale.

The algorithm presented here is also adjusted to functioning of assembly systems as a special case of production systems. The issues related to building assembly schedules are described in, among others, [3]. For assembly systems, apart from distribution of tasks among the machines, part feeders are also distributed. Execution of many assembly tasks requires setting up a corresponding part feeder near the assembly station. A separate group of variables was taken into account in the developed algorithm, used for distribution of feeders, just like in [6] and [20]. With this, the algorithm is also used for supporting assembly systems designing.

The detailed presentation of the developed algorithm is included in the following sections of the paper. Section 2 is dedicated to the description of the problem and the concept of its solution with the two-level approach. Section 3 features
linear mathematical models used in relaxation heuristics described in Sec. 4. The results of calculation experiments used for verification of the developed mathematical models and the heuristic algorithm are given in Sec. 5.

2. The description of the problem and the concept of its solution

This section features the description of the problem as well as the hierarchical method idea used for solution of this problem. The description of the system configuration is presented here for which the method has been built. An example of such a configuration is given in Fig. 1. The markings used in the description of the problem correspond with the summary of all the used markings given in Table 1.

The method used for distribution of tasks in time and space was developed for multistage flow systems. Let \( V = \{1, \ldots, v\} \) be the given set of stages. Every stage constitutes a set of machines working in parallel. It includes identical parallel machines, that is machines which perform the same functions. It means that all the machines within the given stage \( v \in V \) are capable of execution of the same types of tasks and work at the same speeds. Each of the machines \( i \in I \) belongs exactly to one stage. The allocation of the machines to the stages is known from the set \( D \), which is a set of arranged pairs \((i, v)\), where the machine \( i \) belongs to the stage \( v \). With these machines, tasks of the type \( j \in J \) shall be conducted which are assigned to the products \( k \in K \). Obviously, for each product \( k \in K \) not all types of tasks have to be performed. The set \( J_k \subset K \) includes the list of types of tasks executed for the product \( k \in K \). Execution of the tasks for individual products \( k \in K \) requires also taking into account sequencing limitations saved in the set \( R_k \). Execution of some tasks requires using auxiliary equipment, for example part feeders. Assembly systems in which part feeders are used are a good example. Many assembly tasks consist in adding parts or sets of parts (sub-assemblies) to the parts already installed. In this case, execution of the assembly task with a specific machine requires assigning to this machine a corresponding feeder from which the part to be added is collected. Execution of the first task, according to the given assembly sequence, which consists in fixing a base element in the grip, also requires a feeder from which the base part is collected. Examples of process tasks which do not require using part feeders are: welding, pressure welding, soldering, turning and cutting. Placing a specific feeder in the stage requires a pre-defined work space to be occupied. It means taking limited space in this stage, which is allocated for setting auxiliary equipment, each of which may take different space dimensions. Distribution of tasks which require the use of part feeders requires limited working space to be taken into account. For this purpose, the set \( J_c \subset J \) has been defined which reflects the list of tasks which require the use of part feeders.

![Diagram of multistage system with intermediate buffers](image)

**Fig. 1. Diagram of multistage system with intermediate buffers**

<p>| Table 1 |</p>
<table>
<thead>
<tr>
<th>Specification of indexes, input parameters and variables</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Indexes:</strong></td>
</tr>
<tr>
<td>( i ) – machine; ( i \in I = {1, \ldots, M} )</td>
</tr>
<tr>
<td>( j ) – task (type of task); ( j \in J = {1, \ldots, N} )</td>
</tr>
<tr>
<td>( k ) – product; ( K = {1, \ldots, W} )</td>
</tr>
<tr>
<td>( l ) – time interval; ( l \in L^* = {1, \ldots, H^*} )</td>
</tr>
<tr>
<td>( v ) – stage; ( v \in V = {1, \ldots, \vartheta} )</td>
</tr>
</tbody>
</table>

**Input parameters:**
- \( a_{ij} \) – working space of machine in stage \( v \) required for execution of task \( j \);
- \( b_v \) – total working space of the machine placed in stage \( v \);
- \( d_v \) – capacity of buffer located before stage \( v \);
- \( g_{vk} \) – transport time for product \( k \) from the stage in which tasks has been completed to stage \( v \);
- \( m_v \) – number of machines in stage \( v \);
- \( p_{jk} \) – processing time for task \( j \) of product \( k \);
- \( \eta_{il} \) – if machine \( i \) is accessible in time interval \( l \), otherwise \( \eta_{il} = 0 \);
- \( D \) – the set of arranged pairs \((i, v)\), such that the machine \( i \) belongs to stage \( v \);
- \( J_k \) – the set of tasks required for product \( k \), \( J_k \subset J \);
- \( J_c \) – the set of tasks which require using the feeder for the parts, \( J_c \subset J \);
- \( R_k \) – the set of pairs of tasks \((j, r)\) for product \( k \), such that task \( j \) is executed immediately before task \( r \), \( j \in J_k, r \in J_k \);
- \( V_j \) – the set of stages in which the machines are capable of execution of task \( j \);

**Variables:**
- \( x_{vj} = 1 \), if type of task \( j \) is assigned to stage \( v \in V_j \), otherwise \( x_{vj} = 0 \) (for the level I);
- \( z_{vj} = 1 \), if product \( k \) is assigned to stage \( v \) to perform task \( j \) otherwise \( z_{vj} = 0 \) (for the level I);
- \( q_{ikl} = 1 \), if product \( k \) is assigned to machine \( i \) in time interval \( l \), otherwise \( q_{ikl} = 0 \) (for the level II);
- \( y_{ikl} = 1 \), if product \( k \) in time interval \( l \) is assigned to intermediate buffer located before stage \( v \), otherwise \( y_{ikl} = 0 \) (for the level II);
The method has been developed for an unidirectional flow system. Passing through the given stage, the product only loads one machine from among those working in parallel. Thus, there is no necessity to move the product between parallel machines which belong to the same stage. Some stages may be omitted.

As Fig. 1. shows, intermediate buffers of limited capacity are located between the stages. If the next task for the product \(k\) cannot be executed due to loading of all the machines in the stage in which the task is to be executed, the product will stay in the buffer and wait. It is placed in the buffer preceding the stage in which the next task is to be executed.

For the described flow system, the operation scheduling task may be presented as follows:

For the given configuration of an unidirectional flow system, with the data which describe the stock of machines and the parameters related to the products which flow through the system at the same time (given in Table 1), the schedule of product flow of the lowest possible length has to be developed. Thus, the problem of optimization has to be solved which takes into account the time criterion in the form of the schedule length.

In distribution of tasks in space (assignment to machines) and in time (defining periods of machine loading with the assigned tasks), two types of production routes have to be considered:

- fixed routes: production routes in which each type of tasks (and, if necessary, the corresponding part feeder) is allocated to the machines of the same stage;
- alternative routes: production routes in which each type of tasks (and, if necessary, the corresponding part feeder) is allocated to at least one machine. The machines which were assigned this type of tasks may thus belong to different stages.

Solution of the problem thus requires not only distribution of the tasks among the machines but also allocation of the feeders.

In order to visualise the difference between fixed and alternative production routes, the following example may be used: for the given set of products \(K = \{A,B\}\), the tasks have been assigned: \(J_A = \{1,2,3\}\), \(J_B = \{1,3,4\}\). Thus, there are 4 types of tasks. However, 5 tasks have to be executed, because a type 1 task will be executed twice: once for the product \(A\) and once for the product \(B\). The set of stages is given: \(V = \{v_1,v_2\}\), where every stage includes one machine. In case of fixed production routes, a type 1 task will be assigned to the stage \(v_1\) or to the stage \(v_2\) (to at least one machine assigned to the stage). It means that the type 1 task will be executed for both products in the stages \(v_1\) or \(v_2\). As compared with alternative routes, apart from allocation of the type of tasks to one stage, allocation of this type of tasks to both stages is also allowed. Then, type 1 tasks for individual products may be assigned to different stages. If, for example, a type 1 task consists in execution of a specific welded connection, welding machines may be located in 2 stages and both products will be welded at the same time. Each task is indivisible in time and in space, thus it is executed in one machine.

Taking into consideration alternative production routes is mostly related to the necessity of incurring relatively larger costs due to the use of auxiliary equipment, as compared with fixed routes. However, this type of routes helps build schedules of relatively shorter length.

The developed heuristic algorithm used to solve the described problem is based on the hierarchical approach. A block diagram of the developed two-level method is presented in Fig. 2. At the top level, tasks (operations) are assigned to stages in such a way as to balance their loads. At the bottom level, tasks are separated in time and space – assigned to machines belonging to the stages to which the respective tasks were assigned at the top level.

![Fig. 2. Block diagram of the two-level method](image)

Attention should be paid to the fact that at the level I the problem of balancing stage workload is solved, and not balancing machine workload. Thus, at the level II there are more possibilities of distribution of tasks, and they are assigned to the machines of the stage selected at the level I. The examples of the tasks of balancing machine workload may be found in: \([3,9,20]\).

Tasks solved at the individual levels have been expressed in the form of mathematical relationships. They use symbols contained in Table 1.

A production schedule with the shortest possible makespan is sought. The makespan has been divided into unitary time intervals \(l\), where \(l \in L^* = \{1,\ldots,H^*\}\). Taking into consideration too high a number of the time intervals may result in a major increase in the size of the problem, which may result in a relatively long calculation time or lack of the possibility of finding any solution to the problem due to limited possibilities of the discrete optimization packets. A low value of the time intervals may result in the inability to solve the problem when machines should be loaded for a longer time. In order to avoid these unfavourable cases, the built procedure for determination of the number of the time intervals \(H\) (\(H \leq H^*\)), taken into account in the prepared mathematical models. The number of the analysed time intervals \(H\) has been verified in the calculation experiments described in Sec. 5.

The number of those time intervals \(H\) is determined according to the following procedure:

1. Following (1), determine \(\delta_k\) – total processing time for product \(k\):

   \[
   \delta_k = \sum_{j \in J_k} p_{jk}; \quad k \in K
   \]
2. On the basis of the relationship (2) determine the average time of machine loading (without transport times), rounded off to the nearest integral number.

\[ \delta = \text{round} \left( \frac{\sum_{k \in K} z_{\min}^{k}}{M} \right) \tag{2} \]

3. For each machine \( i \) estimate its minimum loading \( \omega_i \), which takes into consideration the limited availability of the machines. For this purpose, assume \( i := 1 \) and execute the following:

(a) Assume \( \omega_i := 1 \) and go to Step 3b.

(b) If the condition (3) is met for machine \( i \), go to Step 3d, otherwise go to Step 3e.

\[ \sum_{\tau = 1}^{\omega_i} \eta_{\tau} = \delta \tag{3} \]

(c) If \( \omega_i < H^* \) (\( H^* \) – the number of time intervals) assume \( \omega_i := \omega_i + 1 \) and return to Step 3b. If \( \omega_i = H^* \) and the condition (3) is not met, increase the value \( H^* \) in order to allow the executing of all the assembly tasks or increase the availability of the machine in the following periods.

(d) If \( i < M \) (\( M \) – the number of the machines), go back to Step 3a; otherwise go to Step 4, which will take into account the determined values \( \omega_i \) for \( i = 1, \ldots, M \) constitute the estimate of the minimum loading for individual machines.

4. Estimate, according to (4), the value of loading for the most loaded machine.

\[ C_{\text{max}}^{LB} = \max_{i \in I} \omega_i \tag{4} \]

5. The number of the analysed time intervals \( H \), where \( H \leq H^* \), meets the condition (5):

\[ H = \text{round} \left( 1.2 \cdot C_{\text{max}}^{LB} \right) \tag{5} \]

\[ L = \{ 1, \ldots, H \} \] – the set of time intervals, regarded in the algorithm, \( L \subset L^* \).

3. The linear mathematical models

The three linear mathematical models are presented in this section. The mixed integer programming is used in the approach. The M1a and M1b models have been built for the level I of the method. They are used for load balancing of stages and distribution of tasks between stages. The M2 model for dedicated is for the level II. Tasks assigned to the stages (at the level I) are distributed among the machines. This model is dedicated for construction of schedules of product flow through production lines.

Models. M1a (for fixed routes) and M1b (for alternative routes). Balancing stage workloads.

Minimize:

\[ P_{\text{max}} \tag{6} \]

subject to:

\[ \sum_{j \in J} \sum_{k \in K} \frac{p_{jk}}{m_{jv}} z_{vjk} + \sum_{t \in L, \delta \leq \lambda \in I, (i,v) \in D} \sum_{v \in V} (1 - \eta_{\delta t}) \leq P_{\text{max}} \tag{7} \]

\[ \sum_{v \in V} z_{vjk} = 1; \quad j \in J_k; \quad k \in K \tag{8} \]

\[ \exists \in V: x_{\tau r} \geq x_{vj}; \quad k \in K; \quad (j, r) \in R_k; \quad v \in V \tag{9a} \]

for the M1a model only

\[ \exists \in V: x_{\tau r} \geq x_{vj}; \quad k \in K; \quad (j, r) \in R_k; \quad \epsilon \in V \tag{9b} \]

for the M1a model only

\[ \exists \in V: x_{\tau r} \geq x_{vjk}; \quad k \in K; \quad (j, r) \in R_k; \quad v \in V \tag{9c} \]

for the M1b model only

\[ \exists \in V: x_{\tau r} \geq x_{vjk}; \quad k \in K; \quad (j, r) \in R_k; \quad \epsilon \in V \tag{9d} \]

for the M1b model only

\[ z_{vjk} \leq x_{vij}; \quad v \in V; \quad j \in J_k; \quad k \in K \tag{10} \]

\[ \forall \in V: x_{vij} = 1; \quad j \in J \tag{11a} \]

for the M1a model only

\[ \forall \in V: x_{vij} \geq 1; \quad j \in J \tag{11b} \]

for the M1b model only

\[ \exists_{vij} \leq b_{jv}; \quad v \in V \tag{12} \]

\[ x_{vij} = 0; \quad j \in J; \quad v \in V_j \tag{13} \]

\[ x_{vij}, z_{vjk} \in \{ 0, 1 \}; \quad j \in J, \quad k \in K, \quad v \in V \tag{14} \]

In the linear mathematical M1 model presented above, the load of the most loaded stage (6), determined according to (7), is minimized. The second component of the inequality (7) allows for a limited availability of machines in the makespan estimated according to (4). The remaining constraints guarantee: (8) – allocation of all tasks among the stages; (9) – maintenance of sequence limitations and unidirectional flow, where the constraints (9.a) and (9.b) refer to fixed production routes, and (9.b) and (9.c) to alternative routes: each type of the tasks which is executed as the next one is allocated to the same stage in which the previous task was executed or to a stage of a higher number; (10) – allocation of products to stages to which relevant tasks were allocated; (11.a) – allocation of each type of tasks to one stage only – constructed for the M1a model; (11.b) – allocation of each type of tasks to at least one stage – for the M1b model; (12) – maintenance of the limited machine working space; (13) – elimination of assignment of tasks to inappropriate stages; (14) – binary of decision-making variables.
The constraints (9), ensuring such allocation of the tasks to the stages which ensure maintaining of the given order limitations have been separately formulated for fixed routes (9.a and 9.b) and for alternative routes (9.c) and (9.d). The relationships (9.c) and (9.d) are also true in case of fixed routes. However, it is not necessary to use them in case of fixed routes, for which the given type of tasks is assigned only to one stage. Through this stage, all the products flow to which this type of tasks is assigned. Thus, while building the discussed constraints related to fixed routes, taking into account the $x_{ij}$ variable will be sufficient. In case of alternative routes, it is not sufficient, thus the $z_{ijk}$ variable has been taken into account, because the product $k$, for which the task $j$ is executed, flows through one of the stages to which this type of tasks is assigned, and thus stage is marked with index $v$.

The solution of the problem formulated for M1 is the input for the task scheduling problem. The equality (15) describes the new parameter $t_{vk}$ – production time for tasks of the product $k$ for the stage $v$.

$$t_{vk} = \sum_{j \in J_k} p_{jk} z_{ijk}; \quad k \in K; \quad v \in V. \quad (15)$$

**Model M2** constructed for task scheduling (for the level II):

Minimize:

$$\sum_{i \in I} \sum_{k \in K} \sum_{l \in L} l q_{ikl} \quad (16)$$

subject to:

$$\sum_{i \in I} \sum_{(i,v) \in D} q_{ikl} = t_{vk}; \quad v \in V; \quad k \in K \quad (17)$$

$$\sum_{k \in K} q_{ikl} \leq \eta_{il}; \quad i \in I; \quad l \in L \quad (18)$$

$$g_{ikl} + q_{ikf} \leq 1; \quad k \in K; \quad (\tau, \nu), (i, v) \in D; \quad i \neq \tau; \quad f, l \in F \quad (19)$$

$$l q_{ikl} - f q_{ikf} \leq t_{vk} - 1 + \alpha \left(1 - q_{ikf}\right); \quad (i, v) \in D; \quad l, f \in F; \quad k \in K \quad (20)$$

$$\sum_{i \in I, (i,v) \in D \in L} l q_{ikl} = \sum_{\tau \in I, (\tau, \nu) \in D \in L} l q_{ikl} t_{vk} - \frac{t_{vk} + t_{ek}}{2} \geq g_{ek}; \quad k \in K; \quad \epsilon, v \in V; \quad \epsilon < v; \quad t_{ek}, t_{ek} > 0; \quad (21)$$

$$\sum_{i \in I, (i,v) \in D \in L} l q_{ikl} = \sum_{\tau \in I, (\tau, \nu) \in D \in L} l q_{ikl} t_{vk} - \frac{t_{vk} + t_{ek}}{2} = g_{ek}; \quad k \in K; \quad v \in V - \{1\}; \quad \epsilon \in V; \quad t_{ek}, t_{ek} > 0; \quad \epsilon < v; \quad \sum_{v \in V} t_{vk} = t_{ek} + t_{ek} \quad (22)$$

Parameter $\alpha$, used in the notation of certain constraints of the presented models, is any integer which fulfills the following inequality: $\alpha > H$. The minimized sum (16) guarantees formation of shortest possible schedules. It also guarantees obtaining relatively short times of completing tasks for individual products. Further mathematical relationships guarantee: (17) – division of all tasks between machines; (18) – loading a machine during its availability in a given moment with a maximum of one task; (19) – product flow through a maximum of one machine in a given stage.

Another constraint (20) ensures integrity of the tasks in time and space: each task for the given product is executed in one machine on the continuous basis, that is it cannot be interrupted. It is assigned to the consecutive time intervals whose number is equal to $t_{vk}$; the time of loading the stage $v$ by the product $k$. The task is assigned to one of the machines assigned to the stage $v$. If the tasks are executed for the product $k$ assigned to the machine $i$ ($i, v \in D$) and it begins in the time interval $f$, and ends in the time interval $l$, then $q_{ikl} = q_{ikf} = 1$, and also $q_{ikl} = 1$ for $r \in L$, where: $f < r < l$. Then, the relationship is maintained: $l q_{ikl} - f q_{ikf} \leq t_{vk} - 1$, presented in the constraint (20).

In the constraints (21)–(24) the times have been taken into account for the beginning $s_{vk}$ and the ending $c_{vk}$ of the execution of the tasks in the machine for the product $k$ in the stage $v$. They may be defined as follows:

$$s_{vk} = \sum_{i \in I, (i,v) \in D \in L} \frac{l q_{ikl}}{t_{vk}} - \frac{t_{vk}}{2} + \frac{1}{2}; \quad (23)$$

$$c_{vk} = \sum_{i \in I, (i,v) \in D \in L} \frac{l q_{ikl}}{t_{vk}} + \frac{t_{vk}}{2} - \frac{1}{2}; \quad (24)$$

The constraint (21) ensures maintaining the order of execution of the tasks in an unidirectional flow system. The product flowing through the production system brings load on the
The developed relationship comes in the form: \( s_{ok} - c_{ek} \geq 1 + g_{ek} \) for \( k \in K, \varepsilon, v \in V \), where \( \varepsilon < v \) (an unidirectional flow).

After entering the defined times for the beginning and the ending of the execution of the tasks, this relationship takes the form:

\[
\sum_{i \in I(\varepsilon), v \in D} \sum_{l \in E} l_{ijkl} - \frac{t_{ek}}{2} + \frac{1}{2} - \left( \sum_{\tau \in I(\tau), \varepsilon, \alpha \in D} \sum_{l \in E} l_{ijkl} \frac{t_{ek}}{c_{ek}} + \frac{t_{ek}}{2} - \frac{1}{2} \right) \geq 1 + g_{ek} ;
\]

\[ k \in K; \varepsilon, v \in V; \varepsilon < v; t_{ek}, t_{ek} > 0 \]

and after reduction of similar phrases, the constraint results (21).

Another group of constraints (22)–(25) is related to using intermediate buffers. If the analysed constraint (21) is met in the form of the equality, that is if: \( s_{ok} - c_{ek} = 1 + g_{ek} \) for \( k \in K, \varepsilon, v \in V \), then the tasks for the product \( k \) in the stage \( v \) are executed directly after the end of the tasks in the stage \( \varepsilon \), and the break between the tasks is dedicated only for the transport of the product. However, if the constraint (21) is not met as the equation, then a certain sum may be added to the right side of the inequality, so as to obtain equality. This added sum represents a number of time intervals in which the buffer set before the stage \( v \) is loaded by the product \( k \), awaiting the execution of the following tasks. In this way, based on the modification of the condition (21), the constraint (22) has been built. It is used solely for the determination of the number of time intervals in which the product \( k \) is waiting in the buffer before the stage \( v \) for the execution of further tasks. The constraints (23) and (24) make it certain that the buffers were loaded in the proper time intervals. The condition (23) guarantees that the product loads the buffer directly after the completion of the previous task and after transporting it to the buffer before the stage in which the next task is to be executed. For this reason, the right side of the inequality (23) takes into account the time of completion of the previous task and the transport time. At the same time, the condition (24) must be met, ensuring placement of the product in the buffer directly before the execution of the following task. Limited capacity of the intermediate buffers is not exceeded owing to the constraint (25). The last constraint of the model M2 (26) ensures binarity of decision variables.

4. The relaxation heuristic

The following is two-level heuristic of production scheduling for flowshops with intermediate buffers:

- **Level 1 (stage load balancing)**
  
  **Step 1.** Assume iteration number \( e := 1 \) and solve the problem (6)–(13) – constructed for the M1 model (without constraint (14)) – it’s the linear relaxation of M1. Let the used linear relaxation be marked: LP(M1a) for fixed production routes, LP(M1b) for alternative production routes. Determine heuristic solutions:
  \[
  \tilde{x}_{vj}^e := x_{vj}; \quad v \in V; \quad j \in J \quad \text{– assignments types of tasks to stages};
  \]
  \[
  \tilde{z}_{vj}^e := z_{vj}; \quad v \in V; \quad j \in J; \quad k \in K \quad \text{– assignments tasks for products to stages}.
  \]

  Go to step 2.

  **Step 2.**

  a) Assume: \( e := e + 1 \). Determine allocations of tasks and products to stages in accordance with (27).
  \[
  \tilde{x}_{vj} = \text{round}\left(\tilde{x}_{vj}^{e-1}\right), \quad \tilde{z}_{vj} = \text{round}\left(\tilde{z}_{vj}^{e-1}\right);
  \]
  \[ j \in J; \quad k \in K; \quad v \in V. \]

  If the routes are alternative then go to step 2c. If the routes are fixed and if constraint (28) is fulfilled, go to step 2c, otherwise, go to step 2b.

  \[
  \sum_{v \in V_j} \tilde{x}_{vj} = 1; \quad j \in J \quad (28)
  \]

  b) Assume: \( e := e + 1 \). For the each of \( j \) types of tasks which do not fulfill constraint (28) select only one stage \( v^* \) in accordance with lexicographical order: 1 – stage of the largest value \( \tilde{x}_{vj}^{e-1} \) (\( j \in J \)), 2 – stage of the smallest index \( v \). Assume \( \tilde{x}_{vj} = 1 \) for \( j \) type of task, go to step 2c.

  c) If constraint (12) for \( x_{vj} := \tilde{x}_{vj} \) (\( j \in J \)) is fulfilled for each stage \( v \), go to step 3; otherwise, for each stage which did not fulfill condition (12) determine coefficients of additional cut-off constraints. Those coefficients: \( C_v = \{ j : \xi_{vj} = 1 \} \subset J \) meet condition (29) [6]. Return to step 1 and solve the task formulated there complemented with additional constraints (30), developed for stages \( v \) which did not meet constraint (12).

  \[
  \sum_{j \in J} a_{vj} \xi_j \geq b_v + 1 \land \sum_{j \in J} (1 - x_{vj}^e) \xi_j < 1; \quad \xi_{vj} \in \{0,1\}
  \]

  \[ \sum_{j \in C_v} x_{vj} \leq \Xi_v - 1; \quad v \in V \quad (30) \]

  **Step 3.** Check whether all the tasks assigned to the products have been assigned to the stages: reviewing the allocations according to the increasing indexes. If any task for the product \( k \) has not been assigned, it should be assigned to the stage with the least load, to which the possibility of execution of the task of this type has been assigned, and this allocation will not prevent maintaining of order limitations.
Following (31), determine the total time of performing a task for product \( k \) in stage \( v \), and go to step 4.

\[
t_{vk} = \sum_{j \in J_k} p_{jk} \tilde{z}_{vjk}; \quad v \in V; \quad k \in K
\]  

(31)

\bullet Level II (distributing tasks in time and space) [21]:

**Step 4.** Solve the problem contained in mathematical model (16)–(25). It’s the linear relaxation of M2 without constraint (26) about binary decision variables. Determine heuristic solutions:

\[
q_{lik} := q_{ilk}; \quad i \in I; \quad k \in K; \quad l \in L - \text{assignments products to machines in time intervals;}
\]

\[
\tilde{q}_{e kl} := y_{ekl}; \quad v \in V; \quad k \in K; \quad l \in L - \text{assignments products to machines in time intervals.}
\]

Assume: \( e := e + 1 \). Using (32) and (33), determine initial solution: \( s_{eik}, c_{eik} \) – times of beginning and ending of task performance for the product \( k \) on the machine \( i \).

\[
\tilde{q}_{ilk} = \text{round} \left( \frac{q_{ilk}^{-1}}{l} \right); \quad i \in I, \quad k \in K, \quad l \in L
\]

(32)

\[
s_{eik} = \min \left( \frac{q_{ilk}^{-1}}{l} \right)
\]

for \( q_{ilk} = 1 \), \( c_{eik} = s_{eik} + p_{jk} - 1 \); \( i \in I; \quad k \in K \).

Having determined machine loads in accordance with (34), go to step 5.

\[
\tilde{q}_{e kl} = \begin{cases} 
1, & \text{if } s_{eik} \geq l \leq c_{eik} \quad ; \quad i \in I; \quad k \in K; \quad l \in L.
\end{cases}
\]

(34)

**Step 5.**

a) In order to verify separation of task performance, assume \( i := 0 \) and go to step 5b.

b) Assume \( i := i + 1 \) and \( l := 0 \), and go to step 5c.

c) Let \( l := i + 1 \). If constraint (18) is fulfilled, go to step 6, if not – go to step 5d.

1. From among products which do not fulfill constraint (18) for \( q_{ik} = \tilde{q}_{ilk} \) \((k \in K)\), select only one product \( k^* \) in accordance with lexicographical order: 1 – product which did not fulfill those constraints in the previous iteration and thus was not selected, 2 – product of the smallest non-zero value \( s_{ik} \), 3 – product of the smallest index \( k \).

Assume \( e := e + 1 \). Let \( \tilde{q} \) mean an task performed in time interval \( l \) on machine \( i \) with respect to product \( k^* \). Applying constraint (35), determine the number of time intervals \( \beta \) during which product \( k^* \) requires machine load \( i \) (during a period from \( l \) until machine load \( i \) by that product ends) and elements of set \( \tilde{K} \). Having modified the schedule in accordance with (36) and updated times \( s_{eik}, c_{eik} \) \((r \in I, \quad k \in K)\) in accordance with (33), go to step 6.

\[
\beta = \tilde{c}_{eik}^{-1} - l + 1; \quad \tilde{K} := \tilde{K}
\]

\[
\{ k \in K \setminus \{ k^* \} : q_{eikr}^{-1} = 1 \ r \in (l, l + \beta - 1); \quad k \in K \},
\]

(35)

\[
s_{eik} - c_{eik} \geq \tilde{g}_{eik} \quad \text{for} \quad (i \in I \setminus \{ i \}, \quad k \in K) \quad \text{and} \quad (r = i, \quad k \in \tilde{K});
\]

\[
q_{eik r} = \begin{cases} 
\tilde{c}_{eik}^{-1} & \text{for} \quad (i \in I \setminus \{ i \}, \quad k \in K) \quad \text{and} \quad (r = i, \quad k \in \tilde{K});
\end{cases}
\]

(36)

**Step 6.** In order to verify the order of task performance, check whether \( s_{eik} = l \) for product \( k \) which loads machine \( i \) in time interval \( l \). If not – proceed to step 7, if yes – check whether constraint (37) occurs. If that constraint is fulfilled, go to step 7; otherwise, assume \( e := e + 1 \) and determine \( \beta \) – minimum number of time intervals by which \( s_{eik} \) needs to be increased in order to fulfill the relationship in question. Mark the analyzed product \( K \) and having modified the schedule in accordance with (38) and updated the times of task start and end on the basis of (37), go to step 7.

\[
s_{eik} - c_{eik} \geq \tilde{g}_{eik} \quad \text{for} \quad (i, v), (\tau, \varepsilon) \in D,
\]

\[
\text{when} \quad \sum_{\psi=\varepsilon}^{v} t_{\psi k} = t_{\alpha k} + t_{\alpha k},
\]

(37)

\[
s_{eik} - c_{eik} \geq \tilde{g}_{eik} \quad \text{for} \quad (i \in I \setminus \{ i \}, \quad k \in K) \quad \text{and} \quad (r = i, \quad k \in \tilde{K});
\]

\[
q_{eik r} = \begin{cases} 
\tilde{c}_{eik}^{-1} & \text{for} \quad (i \in I \setminus \{ i \}, \quad k \in K) \quad \text{and} \quad (r = i, \quad k \in \tilde{K});
\end{cases}
\]

(38)

**Step 7.** Halt condition for the previous phases of schedule modification is checked here. If \( l < \max_{k \in K} q_{eik} \), go to step 5c, if not – check relationship: \( i < m \). If the relation is fulfilled, go to step 5b; otherwise, go to step 8.

**Step 8.** Availability of buffers and machines is verified here. For that purpose, the loads of each machines and buffers in subsequent time intervals are reanalyzed. The following are checked in succession:

a) availability of a buffer in time interval \( l \), which is located before stage \( v \) – relationship (25) is checked;

b) availability of machine \( i \) in time interval \( l \) – on the basis on the value of parameter \( \eta_{li} \).

For each of the above points the value of parameter \( \beta \) is determined, by which such schedule modification (operation “shift”) should be made which would ensure non-disturbance of the limited buffer capacities (point a) or availability of a machine for loading by a given product, beginning from time interval \( l \) (point b). Before each schedule modification, \( e := e + 1 \) shall be assumed. Modification should be made analogously to relationship (36), (38). After each modification, the start and end times of loading individual machines with given products should be updated in accordance with (33).

Verification of the last time interval for a machine with the highest index shall end the algorithm. Start and end times of
loading individual machines with products should and schedule length \( C_{\text{max}}^h \) are determined in accordance with relationship (39).

\[
s_{ik}^h = s_{ik}^c; \quad c_{ik}^h = c_{ik}^c \quad \text{for} \quad i \in I; \quad k \in K; \quad l \in L; \quad C_{\text{max}}^h = \max_{i \in I, k \in K} c_{ik}^h.
\]  

(39)

5. Calculation experiments

The presented two-level heuristic has been verified by means of calculation experiments. This section describes one of the experiments. The results of the other ones are presented in the final part of the section.

The following example is used not only to show the functioning of relaxation heuristics, but also to visualise the differences between fixed and alternative production routes.

A 3-stage unidirectional flow system is given with the configuration presented in Fig. 1 (Sec. 2). A set of stages has thus the form: \( V = \{v_1, v_2, v_3\} \). Machines \( i \in I = \{m_1, m_2, m_3, m_4, m_5\} \) are spaced in the stages. Their belonging to the stages is known due to the sets of lines \( D \), defined in Table 1. This set comes in the form: \( D = \{(m_1, v_1), (m_2, v_2), (m_3, v_2), (m_4, v_3), (m_5, v_3)\} \). The assumption has been made that all the machines are available within the analysed time intervals. There are intermediate buffers between the stages, with identical capacities: \( d_2 = d_3 = 3 \). Tasks have to be performed for 5 products \( j \in K = \{k_1, k_2, k_3, k_4, k_5\} \). Tasks of the type \( j \in J = \{o_1, o_2, o_3, o_4, o_5\} \) are assigned to the products. The assignment of the tasks to specific products and the sequences for the execution of these tasks (limitations of order) are known due to the following graphs:

- for product \( k_1: L \rightarrow o_3 \rightarrow o_4 \rightarrow o_1 \rightarrow o_2 \rightarrow o_6 \rightarrow U \)
- for product \( k_2: L \rightarrow o_4 \rightarrow o_5 \rightarrow o_1 \rightarrow o_2 \rightarrow o_6 \rightarrow U \)
- for product \( k_3: L \rightarrow o_3 \rightarrow o_1 \rightarrow o_2 \rightarrow U \)
- for product \( k_4: L \rightarrow o_3 \rightarrow o_4 \rightarrow o_1 \rightarrow o_5 \rightarrow o_2 \rightarrow U \)
- for product \( k_5: L \rightarrow o_5 \rightarrow o_1 \rightarrow o_6 \rightarrow o_2 \rightarrow U \),

where \( L/U \) denotes loading/unloading operations.

The times for the execution of individual tasks \( j \) for the given products \( k \) are entered in the matrix form:

\[
[p_{jk}] = \begin{bmatrix}
2 & 2 & 3 & 3 & 4 \\
3 & 3 & 2 & 2 & 2 \\
1 & 0 & 2 & 2 & 0 \\
1 & 2 & 0 & 2 & 0 \\
0 & 3 & 0 & 3 & 4 \\
3 & 3 & 0 & 0 & 2
\end{bmatrix}.
\]

Different times for the execution of the tasks of the same type for different products result from the fact that the times are added here which are related to the preparation of the product for the execution of the task, e.g. the time necessary for the orientation of the product. \( p_{jk} = 0 \) means that no \( j \) type tasks are executed for the product \( k \).

The execution of the tasks of each type requires assignment of the relevant part feeder (\( J = J_c \)). The parameters which describe the feeders and the available working space for the individual stages are as follows (pursuant to the markings presented in Table 1):

\[
[a_{ij}] = \begin{bmatrix}
1 & 2 & 1 & 2 & 1 & 1 \\
1 & 2 & 1 & 2 & 1 & 1 \\
1 & 2 & 1 & 2 & 1 & 1
\end{bmatrix}, \quad [b_k] = \begin{bmatrix}
10 \\
8 \\
8
\end{bmatrix}.
\]

The technical possibilities of the individual machines assigned to the given stages are known from the sets of the stages \( V_j \), to which the machines capable of the execution of the \( j \) type tasks belong: \( V_{o_1} = \{v_2, v_3\}; V_{o_2} = \{v_2, v_3\}; V_{o_3} = \{v_1, v_2\}; V_{o_4} = \{v_1, v_2, v_3\}; V_{o_5} = \{v_1, v_2, v_3\} \).

The adopted markings for the stages: \( v_1 \ldots v_3 \), of the machines: \( m_1, \ldots, m_5 \) are used to ensure legibility of the description of the task at hand. In the files of the data prepared for discrete optimisation packages, the machines, stages or time intervals are to be marked with consecutive natural numbers. This is due to the necessity of multiplying the variables by the indexes in some constraints, e.g. (9), (20)–(24).

For these data, relaxation heuristics has to be used for both types of production routes. The obtained solutions have to be compared with the results received based on the use of the presented linear mathematical models M1a, M1b and M2.

In order to solve the task, the linear mathematical dependencies have been encoded in the AMPL mathematical programming language [22]. The GNU Linear Programming Kit (GLPK) software has been used for the calculations.

- Level I:

  The workload balancing for the machines allocated to the particular stages has been solved here. On the basis of the relationship (5) and the data, the number of the time intervals taken into account has been determined, which is \( H = 13 \) for fixed production routes, and \( H = 14 \) for alternative routes. The calculations for the level I heuristic method did not require increasing the number of the analysed time intervals.

The results of the linear relaxation in the M1a model (for fixed routes) are given in Table 2. Table 3 presents the results of the linear relaxation for the M1b model. This table gives the values of the variables which determine the layout of the feeder and of the variables used for assigning individual tasks for the products flowing through the system. For fixed production routes, an identical solution has been received as in the case of the solution of the problem formulated in the M1a model with binary decision variables. The allocation of the products to the machines is consistent with the layout of the part feeders: the allocation of the tasks types to the machines. Each task type has been assigned precisely to one stage. Table 3, on alternative routes, compares the solution determined with heuristics with the results obtained from using the M1b model with binary variables. The use of the M1b model has enabled such a solution in which the differences between the loads in the individual machines are smaller than in case of application of linear relaxation of this LP(M1a) model. Attention should be paid to the fact that the stage \( v_1 \) includes only one machine, because its load is smaller than the loads in the other stages.
The comparison of the solutions determined with heuristic, after the application of linear relaxation M1a and M1b, shows that balancing machine workload in case of fixed production routes is more difficult than when the given type of the task may be assigned to different stages, as given in Table 3.

This verification covered also the constraint (12), which verifies working space of the machines placed in the individual stages. It has been met, thus there is no need to enter additional cutting off constraints and the problem assigned to the level II method may be solved.

- Level II:

  The Level II of the method employs the results of the task solved at the level I, given in Table 2 and in Table 3. On the basis of these results and the given time $p_{jk}$ (processing time for the task $j$ of the product $k$), the times may be determined for the loads in the individual stages by the products flowing through the system. The parameter $t_{ek}$ is used for this purpose, determined on the basis of Eq. (15). Table 4 constitutes the summary of the results obtained at the level I. It is used for verification and not only for allocation of the tasks to the individual products, but also for the determination of load times in the individual stages by the products. These times, marked $t_{ek}$, are summarised in the bottom part of the table, for both types of production routes. Table 4 includes the information that tasks for the given product executed within the given stage are not separated with the tasks assigned to other products. Thus, the stage load times may be summed up by different tasks assigned to the same product. In Table 4, in the parentheses, the summed times $p_{jk}$ are given. At the level II of the method, each set of these different tasks, assigned to the same product, is regarded as a one separate task.

  The data given in Table 4 include also the parameters $g_{v,k}$: the times for transporting the product $k$ from the stage in which the previous task was completed to the stage $v$. $g_{v,k} = 0$ means that there is no transport of the product to the stage $v$ from the machines assigned to the other stages.

  The received schedules of product flow through the system are given in Fig. 3. Figure 3a presents the schedule for fixed production routes built with heuristic. The same length of scheduling $C_{\text{max}} = 21$ as in the case of the successive use of the models M1a and M2 has been determined with binary decision variables. All the conditions verified in the steps 4–8 have been met, thus the schedule did not have to be modified. The time of the calculations, obtained with an INTEL T1300 1.66 MHz processor computer, was: 2s with heuristics, and 2066s in case using mathematical models: M1a, M2. The calculations for the level II take much more time than in case of the time of solving the tasks formulated for the level I.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Comparison of the solutions – the level I – for the fixed routes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using LP(M1a) – the linear relaxation of the M1a model</td>
<td>Using the M1a model</td>
</tr>
<tr>
<td>Stage</td>
<td>Task assignments</td>
</tr>
<tr>
<td>Stage v1</td>
<td>$o_3$</td>
</tr>
<tr>
<td></td>
<td>$o_4$</td>
</tr>
<tr>
<td>Stage v2</td>
<td>$o_1$</td>
</tr>
<tr>
<td></td>
<td>$o_2$</td>
</tr>
<tr>
<td>Stage v3</td>
<td>$o_2$</td>
</tr>
<tr>
<td></td>
<td>$o_6$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Comparison of the solutions – the level I – for the alternative routes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using LP(M1a) – the linear relaxation of the M1b model</td>
<td>Using the M1b model</td>
</tr>
<tr>
<td>Stage</td>
<td>Task assignments</td>
</tr>
<tr>
<td>Stage v1</td>
<td>$o_3$</td>
</tr>
<tr>
<td></td>
<td>$o_4$</td>
</tr>
<tr>
<td>Stage v2</td>
<td>$o_1$</td>
</tr>
<tr>
<td></td>
<td>$o_2$</td>
</tr>
<tr>
<td></td>
<td>$o_3$</td>
</tr>
<tr>
<td></td>
<td>$o_5$</td>
</tr>
<tr>
<td>Stage v3</td>
<td>$o_1$</td>
</tr>
<tr>
<td></td>
<td>$o_2$</td>
</tr>
<tr>
<td></td>
<td>$o_6$</td>
</tr>
</tbody>
</table>

* In case of the variables which specify the allocation of the task $o_3$ for the product $k_2$, all the resulting values of the variable $z_{v,j}$, were lower than 0.5 and their values amounted to: $z_{152} = 0.46$, $z_{252} = 0.42$, $z_{352} = 0.12$. The task $o_5$ for the product $k_2$ is the only task which was not assigned to any stage on the basis of the rule of approximations. On the basis of the verification of allocation of products to the stages, described in step 3 of the heuristics, this task has been assigned to the stage $v_2$, the only stage which was assigned the possibility of execution of the $o_5$ type tasks ($x_{25} = 0.88$).
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Table 4
Input data for the level II: the assignments of tasks to products at stages and the parameters: \( t_{vk}, g_{vk} \)

<table>
<thead>
<tr>
<th>Stages</th>
<th>For the fixed routes</th>
<th>For the alternative routes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Using M1a or LP(M1a)</td>
<td>Using LP(M1b) – heuristic</td>
</tr>
<tr>
<td></td>
<td>( k_1 ) ( k_2 ) ( k_3 ) ( k_4 ) ( k_5 )</td>
<td>( k_1 ) ( k_2 ) ( k_3 ) ( k_4 ) ( k_5 )</td>
</tr>
<tr>
<td>Stage v1</td>
<td>( a_{11}^{(1)} ) ( a_{12}^{(1)} ) ( a_{13}^{(1)} ) ( a_{14}^{(1)} ) ( a_{15}^{(1)} )</td>
<td>( o_{11}^{(1)} ) ( o_{12}^{(1)} ) ( o_{13}^{(1)} ) ( o_{14}^{(1)} ) ( o_{15}^{(1)} )</td>
</tr>
<tr>
<td></td>
<td>( t_{11} = 2 ) ( t_{12} = 2 ) ( t_{13} = 2 ) ( t_{14} = 4 ) ( t_{15} = 4 )</td>
<td>( t_{11} = 2 ) ( t_{12} = 2 ) ( t_{13} = 2 ) ( t_{14} = 4 ) ( t_{15} = 4 )</td>
</tr>
<tr>
<td>Stage v2</td>
<td>( a_{21}^{(2)} ) ( a_{22}^{(2)} ) ( a_{23}^{(2)} ) ( a_{24}^{(2)} ) ( a_{25}^{(2)} )</td>
<td>( o_{21}^{(2)} ) ( o_{22}^{(2)} ) ( o_{23}^{(2)} ) ( o_{24}^{(2)} ) ( o_{25}^{(2)} )</td>
</tr>
<tr>
<td></td>
<td>( t_{21} = 2 ) ( t_{22} = 5 ) ( t_{23} = 3 ) ( t_{24} = 6 ) ( t_{25} = 8 )</td>
<td>( t_{21} = 8 ) ( t_{22} = 8 ) ( t_{23} = 10 ) ( t_{24} = 12 )</td>
</tr>
<tr>
<td>Stage v3</td>
<td>( a_{31}^{(3)} ) ( a_{32}^{(3)} ) ( a_{33}^{(3)} ) ( a_{34}^{(3)} ) ( a_{35}^{(3)} )</td>
<td>( o_{31}^{(2)} ) ( o_{32}^{(2)} ) ( o_{33}^{(2)} ) ( o_{34}^{(2)} ) ( o_{35}^{(2)} )</td>
</tr>
<tr>
<td></td>
<td>( t_{31} = 6 ) ( t_{32} = 6 ) ( t_{33} = 2 ) ( t_{34} = 2 ) ( t_{35} = 4 )</td>
<td>( t_{31} = 8 ) ( t_{32} = 5 ) ( t_{33} = 5 ) ( t_{34} = 2 )</td>
</tr>
</tbody>
</table>

| \( t_{vk} \) | 2 2 4 0 0 | 2 2 4 0 0 | 0 5 2 0 4 |
| \( g_{vk} \) | 1 1 1 1 0 | 0 1 0 1 1 | 0 0 0 0 1 |

Fig. a. Schedule created using LP(M1a) and LP(M2)

Fig. b. Schedule created using LP(M1b) and LP(M2)

Fig. c. Schedule created using M1 and M2

The allocation of products between the machines in the individual stages, with the alternative production routes taken into account, is visualised in Figs. 3b and 3c. Figure 3b refers to the developed relaxation heuristic. The development of the solution presented in Fig. 3b required modification of the preliminary solution, the one developed in the step 4 of the heuristic. In the primary solution, the allocation of the product \( k_4 \) to the machine \( m_2 \) (stage \( v_2 \)) in the time intervals 1–18 has been determined. In the previous stage \( v_1 \), the tasks for this product end in the time interval 10. The value of the parameter \( g_{vk} \), which defines the time for transport of this product \( k_4 \) to the stage \( v_2 \), in which the following tasks are executed, is 1. Thus the condition (37) has not been met, for which there are: \( s_{k4} = 11 \) (the beginning time of the execution of the task for the product \( k \) in the machine \( v \)) and \( c_{rk} = 10 \) (the ending time of the execution of the task for the product \( k \) in the machine \( r \)) where the product \( k \) first loads the machine \( r \), and then the machine \( v \). Thus the condition: \( s_{k4} - c_{rk} \geq g_{vk} + 1 \) (condition (37)) has been maintained, because the dependence: \( 11 - 10 \geq 1 \) is not true. It would be met, had the right side of the inequality been lower by 1. It means that the allocations of the tasks to the machine \( m_2 \), beginning with the time interval 11, have to be “moved” by \( \beta = 1 \) units – according to the dependency (38). In accordance with the heuristic, the successive time intervals in the next machines are verified. One more modification of the preliminary solution had to be done in the discussed example. The product \( k_1 \) was assigned to the machine \( m_5 \) (the stage \( v_3 \)) in the time intervals 6–13. The previous tasks for the product \( k_1 \) have been assigned to the machine \( m_1 \) (the stage \( v_1 \)) in the time intervals 3 and 4. After completion of the tasks in the time interval 4, however, taking into consideration 2 time intervals (that is the time intervals 5 and 6) for transport of the product between the stages is required. According to the relationship (38) the schedule is modified (“moved” by \( \beta = 1 \) time interval), as a result of which the tasks for the product \( k_1 \) in the machine \( m_5 \) are executed in the time intervals 7–14, with the tasks for the product \( k_3 \) afterwards (Fig. 3b).
Figure 3c presents the obtained scheduling of the tasks for alternative routes. The schedule given in it has been built based on the models M1b and M2 (with binary variables). A longer schedule ($C_{\text{max}} = 21$) has been obtained as compared with relaxation heuristics in which LP(M1b) and LP(M2) was used. This less beneficial solution may be justified with the fact that the solution was also obtained with the approximation method. The decomposition of the global problem into two tasks solved in succession does not guarantee obtaining an optimum solution, as it has been proven in the presented example. The same length of the schedule was determined as with fixed production routes. The advantage of the solution comes in the fact that intermediate buffers are not used. To achieve this, a larger number of the feeders should be used than with fixed production routes. Reduction of buffer loads by using models M1a or M1b, level II: model M2. Index $h$ has been ascribed to the heuristic solution, and index $O$ to the solution using models: M1 (M1a or M1b) and M2.

The indexes are as follows:

- $w_1 = \frac{C^h_{\text{max}} - C^O_{\text{max}}}{C^\text{LB}_{\text{max}}}$,
- $w_2 = \frac{C^O_{\text{max}} - C^\text{LB}_{\text{max}}}{C^\text{LB}_{\text{max}}}$,
- $w_3 = \frac{C^H_{\text{max}} - C^\text{LB}_{\text{max}}}{C^\text{LB}_{\text{max}}}$,
- $w_4 = \frac{\text{CPU}^h}{\text{CPU}^O}$

where $C^h_{\text{max}}$, $C^O_{\text{max}}$, $C^H_{\text{max}}$ – makespans determined by means of the following algorithms: heuristic (in accordance with relationship (39)), using linear mathematical models: M1 (M1a or M1b) and M2; $\text{CPU}^h$, $\text{CPU}^O$ computational times for methods: heuristic, using models: M1 (M1a or M1b) and M2; $C^\text{LB}_{\text{max}}$ – lower bound on makespan determined by relationship (4).

<table>
<thead>
<tr>
<th>Stages</th>
<th>Machines</th>
<th>The fixed routes</th>
<th>The alternative routes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Using the heuristics with LP(M1a) and LP(M2) or M1a and M2</td>
<td>Using the heuristics with LP(M1b) and LP(M2)</td>
</tr>
<tr>
<td>Stage v1</td>
<td>m1</td>
<td>$o_3(k_1, k_3, k_4)$, $o_4(k_1, k_2, k_4)$</td>
<td>$o_3(k_1)$, $o_4(k_2)$, $o_5(k_2, k_5)$</td>
</tr>
<tr>
<td>Stage v2</td>
<td>m2</td>
<td>$o_1(k_1, k_2, k_4)$, $o_5(k_2, k_4)$</td>
<td>$o_1(k_4, k_5)$, $o_2(k_1)$, $o_5(k_4, k_5)$, $o_6(k_5)$</td>
</tr>
<tr>
<td>Stage v3</td>
<td>m3</td>
<td>$o_1(k_3, k_5)$, $o_5(k_5)$</td>
<td>$o_1(k_2)$, $o_2(k_2)$, $o_5(k_2)$, $o_6(k_5)$</td>
</tr>
<tr>
<td>Stage v4</td>
<td>m4</td>
<td>$o_2(k_2, k_3)$, $o_6(k_2)$</td>
<td>$o_1(k_3)$, $o_2(k_3, k_5)$, $o_6(k_1, k_5)$</td>
</tr>
<tr>
<td>Stage v5</td>
<td>m5</td>
<td>$o_2(k_1, k_5)$, $o_6(k_1, k_5)$</td>
<td>$o_1(k_3)$, $o_2(k_2, k_5)$, $o_6(k_2)$</td>
</tr>
</tbody>
</table>

Table 5
Assignments of the types of tasks to machines
Findings of calculation experiments contained in Table 6 indicate significant reduction of calculation time when using two-level heuristics with respect to the alternative conception – successively solved integer programming tasks, in the case of which optimum solutions are generated at every level. The reduction amounted to approximately 0.5–0.7%, i.e. solutions were generated approximately 140–200 times faster than in the case of the two-level method with binary decision-making variables (see the index \( w_1 \)). However, that advantage is achieved at the expense of a minor deviation from the optimum. This is indicated by the average values of index \( w_1 \), which did not exceed 10% for alternative routes and 9% for fixed routes. The maximum value of the index \( w_1 \) reached 12.7%. The average values of indexes \( w_2 \) and \( w_3 \) present differences between scheduling for fixed and alternative routes. The computational time for loading machines with alternative production routes is longer than in the case when we use fixed routes. The makespans was shorter about 7–12% for systems with alternative routes than for fixed routes. For the test problems, the CPU run time for the two-level approach with the presented heuristic was no longer than a several minutes (for the largest problems) on a PC 1.66 MHz.

The volume of test problem groups have been adjusted to the calculation capacity of the available discrete optimization packages which constitute an IT tool necessary to solve discrete optimization tasks (formulated in the models: M1a, M1b, M2).

### 6. Conclusions

The developed algorithm and the mathematical models built for it may be used for various types of simulations. Taking into consideration fixed and alternative production routes enables testing of the effect of route type on sequencing of tasks. It is significant especially in a case of assembly systems, where allocation of feeders to machines are not only related to the necessity of involving additional activities, but, sometimes, also costs related to feeder placement. Assignment and placement of feeders is also related to the necessity of considering limited working space in individual work stations. The conducted calculation experiments proved returning shorter schedules in a case of alternative routes (as compared with fixed routes), however, the analysis of costs takes it also into account, for example, costs related to operational use or the necessity of purchasing auxiliary equipment.

An application of the two-level approach allowed solutions of tasks of a relatively larger scale as compared with the monolithic approach. In each level of the method, a smaller number of parameters and variables in the formulated mathematical relationships have been taken into account. With the linear relaxation of the tasks of mathematical programming, problems are solved in a relatively short time. It is conducive for the possibility of re-scheduling. In case of breakdowns of any machine or when a new, urgent order has to be considered, the data are updated and the problem is solved again.

For the tasks of relatively smaller scales, it is recommended to solve the problem based on the built discrete optimisation tasks mathematical models. These models may be, obviously, modified and expanded. For example, some parameters may be taken into account in the models, which define priorities of executing tasks for individual products. Many formulated mathematical relationships may be used for building the task scheduling algorithm based on the monolithic approach.

Development of computer technology and software offers good perspectives for discrete optimisation, including solving problems of task scheduling formulated in the linear mathematical models. The currently applied task scheduling algorithms for production lines are properly modified and used in other fields, as well. For example, economic conditions related to, among others, the so-called globalisation have affected the necessity of task scheduling in support of supply chains. It requires building of the product flow schedule not only by production plants within the supply chain, but also between production plants, where transport tasks are sequenced. Development of optimisation methods and their application in new areas are reflected in, among others, \[23\] and \[24\], which presents continued major importance and new areas of application of heuristic algorithms.
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