The aim of the present work is the description of a novel interferometric approach to the commonly known Malus law. In this approach we have described an analyzer as an element realizing the interference of two waves being the components of the linearly polarized wave emerging from the polarizer. We have proposed a decomposition of the polarization state of the light incident on the analyzer into two different bases. The choice of a first base – linearly polarized – allows interpreting Malus law as an interference of two linearly polarized waves with the same polarization state, different amplitudes and the same phases. The second decomposition, based on circularly polarized vectors, leads to the description in which Malus law can be interpreted as an interference of two waves with the same amplitudes but different phases. This allows the introduction of the concept of the geometric phase into Malus law as well as the visualization of this phase on the Poincaré sphere.
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1. Introduction

Like all wave phenomena, light carries information was encoded not only in amplitude but also in its phase. This seems of high interest for most scientists. Simply speaking, this phase (or rather phase difference) is defined as the system’s property, which can be seen by way of interference, as specific changes in an interfering waves intensity [1]. However, the phase difference between two (or more) interfering light beams may arise due to two reasons. Firstly, some optical elements can introduce their “own” phase shift as, for example, retardation plates used in anisotropic media optics – dynamical phase. Secondly, the mutual orientation of optical elements can introduce another kind of phase, called geometrical, which was firstly discovered by Pancharatnam [2] and investigated by Berry [3] and many other authors [4–7]. These investigations consisted of both theoretical and practical [8, 9] experiments confirming the existence and importance of the geometric phase. Many interesting measurements and observations of the geometrical phase have been published so far also with the reference to quantum mechanics [10–14]. Classical Pancharatnam’s idea as well as Berry’s concept were strictly connected with the evolution of light polarization state (or quantum mechanical spin ½ particles) on a cyclic trajectory, i.e., for the light of
the same initial and final polarization states. Nevertheless, one can also observe and calculate the geometric phase in non-cyclic polarization changes [15].

There is a great deal of various descriptions of experiments in which geometric phase phenomena have been shown. Some of them used the language of quantum mechanics; some used the polarization formalism. The first description of the geometric phase phenomenon using the concept of birefringent medium’s eigenwaves was made by Courtial [16]. The authors of the present paper have modified Courtial’s idea [17] and extended it for the dichroic media [18]. The modification and extension were based on using both the fast and slow eigenwaves of the birefringent wave plate to describe the geometric phase changes in two specific polarization experiments. This also helps us drawing the specific constructions of the triangles on the Poincaré sphere, which simplified the geometric phase calculation. Some of these calculations were confirmed experimentally in our laboratory, some were verified using the results published in the literature. This convinced us about the correctness of the presented descriptions and also encouraged to try to describe another well-known classic polarization experiment in the geometric phase formalism (and visualize it using the triangle constructions on the Poincaré sphere). The experiment mentioned shows the changes in the intensity of the light passing through two polarizers (one of them usually called an analyzer) with mutual angular orientation. The results of this experiment are well-known to every follower of optics as Malus law [19, 20].

2. Malus law experiment – description

In the simplest version, for two ideal linear polarizers, this law states that the intensity $I_{\text{out}}$ of the light after passing through the setup (polarizer + analyzer) is proportional to the square cosine functions of the difference between the first polarizer’s ($\alpha_p$) and analyzer’s ($\alpha_A$) eigenvectors’ azimuth angles [21]:

$$I_{\text{out}} \propto \cos^2(\alpha_A - \alpha_p)$$  \hspace{1cm} (1)

In the classic approach, such a change of the outcome light intensity is explained by the analyzer’s attenuation. An ideal linear analyzer is a medium with linearly polarized eigenwaves from which one is propagated while the second is fully attenuated. Therefore, the output light intensity results from the projection of the vector representing the polarization state of the light incident on the analyzer (and outgoing from the polarizer) onto the first eigenvector of the analyzer. On the other hand, the square cosine dependence of the output light beam intensity in Eq. (1) seems a typical element of all interferometric formulas where the cosine function argument (here: $\alpha_A - \alpha_p$) serves as the phase difference between two interfering waves. The question arises: which waves should be chosen to explain Malus law in terms of the phase difference? The choice of analyzer’s eigenwaves as a possible base for postulated “interferometric interpretation” seems to be at a first sight an unsatisfactory; as it was mentioned, for an ideal analyzer only one of its eigenwaves is propagated while the second one is
fully attenuated and it is impossible to talk about the interference having only one wave emerging from the analyzer. Additionally, the desired phase difference cannot be derived from the dynamical phase of the medium – it is impossible to observe the phase difference between the analyzer’s two eigenwaves bearing in mind that only one of these waves is propagated. So the only possible phase difference should be of geometrical character connected with the mutual geometry of the polarizer–analyzer system.

Let us describe the experiment in which the interference nature of Malus law is easy to observe (Fig. 1). We have used the special construction called a spatial polarizer [22] which allows generation of spatially varying polarization state distribution: linearly polarized lights with the continuous change of the azimuth angle. Placing a linear analyzer on such light’s way, one can observe the variable light intensity distribution in accordance with Eq. (1) (constant $\alpha_A$ and spatially changeable $\alpha_P$). Due to the specific construction of our spatial polarizer, this intensity distribution forms a set of parallel fringes. Rotating the analyzer (which means: changing the analyzer’s azimuth angle $\alpha_A$) causes the shift of the fringes set – the same shift, commonly observed in many interferometric experiment, which is always interpreted as a result of changes in the relative phase (phase shift) between two (or more) interfering waves. This might be a good starting point for supposing that the light intensity calculated with Malus law can actually be treated as a result of an interference thus making it possible to find the desired phase shift which we postulate as being geometrical.

3. Malus law experiment – interference of two waves with different amplitudes

Let us describe the above-mentioned Malus law experiment formally using the Jones vector formalism [21]. The Jones vector $\mathbf{E}_P$ of the light emerging from the polarizer can be written as:
\[ \mathbf{E}_p = \begin{bmatrix} \cos(\alpha_p) \\ \sin(\alpha_p) \end{bmatrix} \]  

– linearly polarized, with the azimuth angle \( \alpha_p \), where \( \alpha_p \) depends on \( x \)-coordinate in the case of our spatial polarizer. Analogically, the Jones vector of the first analyzer’s eigenvectors can be written as:

\[ \mathbf{A} = \begin{bmatrix} \cos(\alpha_A) \\ \sin(\alpha_A) \end{bmatrix} \]  

According to Malus law the Jones vector \( \mathbf{E}_{\text{out}} \) of the light outcoming from the analyzer should be written as:

\[ \mathbf{E}_{\text{out}} = \cos(\alpha_A - \alpha_p) \mathbf{A} \]  

– the polarization state of the light emerging from the analyzer is designated by the analyzer’s first eigenvector while the intensity \( I_{\text{out}} \) is proportional to the square of the \( \mathbf{E}_{\text{out}} \) module (as in Eq. (1)). To obtain Eq. (4), one should “propagate” the polarization state \( \mathbf{E}_p \) of the light emerging from the polarizer through the analyzer, which can be formally written as the projection of the Jones vector \( \mathbf{E}_p \) onto the analyzer’s first “transmission” eigenvector \( \mathbf{A} \) (the second eigenvector is fully attenuated):

\[ \mathbf{E}_{\text{out}} = \langle \mathbf{E}_p, \mathbf{A} \rangle \mathbf{A} \]  

where \( \langle \mathbf{E}_p, \mathbf{A} \rangle \) denotes a scalar product of proper vectors. Before we start further calculations, let us look carefully at Eq. (2). This equation means, in fact, that vector \( \mathbf{E}_p \) is represented in a linear base consisting of two versors: \( \hat{\mathbf{H}} = [1, 0] \) (x-axis, horizontal) and \( \hat{\mathbf{V}} = [0, 1] \) (y-axis, vertical) and can be formally written as:

\[ \mathbf{E}_p = \langle \mathbf{E}_p, \hat{\mathbf{H}} \rangle \hat{\mathbf{H}} + \langle \mathbf{E}_p, \hat{\mathbf{V}} \rangle \hat{\mathbf{V}} = \cos(\alpha_p)\hat{\mathbf{H}} + \sin(\alpha_p)\hat{\mathbf{V}} \equiv \mathbf{E}_{\text{PH}} + \mathbf{E}_{\text{PV}} \]  

where \( \mathbf{E}_{\text{PH}} \) and \( \mathbf{E}_{\text{PV}} \) denote the horizontal and vertical components of \( \mathbf{E}_p \) vector. Inserting Eq. (6) into Eq. (5), one can obtain the following formula:

\[ \mathbf{E}_{\text{out}} = \begin{bmatrix} \cos(\alpha_p) \langle \hat{\mathbf{H}}, \mathbf{A} \rangle + \sin(\alpha_p) \langle \hat{\mathbf{V}}, \mathbf{A} \rangle \end{bmatrix} \mathbf{A} = \]

\[ = \begin{bmatrix} \cos(\alpha_p) \cos(\alpha_A) + \sin(\alpha_p) \sin(\alpha_A) \end{bmatrix} \mathbf{A} \]  

which leads (using simple trigonometric identity) immediately to Eq. (4). However, Eq. (7) shows that the output vector \( \mathbf{E}_{\text{out}} \) can be treated as a sum of two waves with the same linear polarization state:

\[ \mathbf{E}_{\text{out}} = \cos(\alpha_p)\cos(\alpha_A)\mathbf{A} + \sin(\alpha_p)\sin(\alpha_A)\mathbf{A} \equiv \mathbf{E}_{\text{outH}} + \mathbf{E}_{\text{outV}} \]  

where \( \mathbf{E}_{\text{outH}} \) and \( \mathbf{E}_{\text{outV}} \) denote the horizontal and vertical components of the \( \mathbf{E}_{\text{out}} \) (see the middle part of Eq. (7)). For clarity, the graphical representation of the \( \mathbf{E}_p \) vector’s
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decomposition (described by Eq. (6)) as well as the projection of $E_{PH}$ and $E_{PV}$ components into vector $A$ (described by Eq. (7) and Eq. (8)) is presented in Fig. 2. Finally, we can conclude that the Malus law equation (Eq. (1)) can be obtained as an effect of the interference of two linearly polarized waves ($E_{outH}$ and $E_{outV}$) with the same polarization states (represented by vector $A$), different amplitudes (dependent on the quantities $\alpha_P$ and $\alpha_A$) and the same phases. The phases are, in fact, equal to zero as there are no phase terms in Eq. (8), which means we can assume them as $e^{i \cdot 0}$. This, at least, proved that Malus law can be explained in terms of interferometry. However, it does not provide us with the chance to find the postulated geometrical phase. So the question arises: is it possible to come up with another description of the experiment and explain the behavior of the light using the concept of the geometrical phase? Such an explanation, even though a bit sophisticated, could be interesting; note that opticians for many years had not been aware of the Pancharatnam’s phase while conducting and explaining their interferometric experiments. However, the concept of the geometrical phase allowed approaching these experiments from a different angle and link wave optics phenomena to quantum physics. Thus, even if the presented geometric phase approach does not yield any direct practical applications, our new look at Malus law seems worth the hassle.

4. Malus law experiment – interference of two waves with different phases

The prerequisite for the proposed geometrical phase approach to Malus law is the construction of the specific triangles on the Poincaré sphere described previously by the authors [17, 18] for the birefringent medium placed in a polariscopic setup. According to Pancharatnam, the geometric phase can be calculated as a half of the solid angle on the Poincaré sphere formed by the points corresponding to transformation of the light’s polarization state passing through the optical elements. According to Courtial’s [16] and ours [17, 18] works, the points, representing one or
both birefringent medium’s eigenvectors, can also be used to form this solid angle. To create the proper construction on the Poincaré sphere, we need at least three (or four, as in our modified construction described earlier [17]) points capable of forming specific spherical triangles. Because there is no birefringent medium in Malus law experiment, the points representing its eigenvectors cannot be used as the base of the postulated construction. What is more, it also applies to the points representing the analyzer’s eigenvectors as well as to any other linear vectors – as all the points representing the linear polarization states lie on the Poincaré sphere equator, i.e., the great circle, so they cannot form any triangles at all. Hence, the choice of the states \( \hat{\mathbf{H}} \) and \( \hat{\mathbf{V}} \) used in the output vector \( \mathbf{E}_{\text{out}} \) decomposition (described in Section 3) as the desired points would not render any solution. There is also an additional argument supporting this – the need to take into account the analyzer’s attenuation (and therefore different rates of excitations, see Eq. (8)) would result in moving the construction points beyond the Poincaré sphere [23] which is inconsistent with the assumptions of Pancharatnam’s constructions.

However, the problem can be possibly solved by using the decomposition of the output vector \( \mathbf{E}_{\text{out}} \) similar to that described in Section 3. To introduce the geometric phase as the result of the analyzer’s rotation, one can choose another base in which the polarization state of the light incident on the analyzer can be decomposed. The choice of these vectors’ base may be arbitrary as the laws of physics, in principle, are not choice-dependent. Nevertheless, this base is intended to ensure the necessary condition: the excitation coefficients of both basis vectors should be identical (and equal to one) for any vector \( \mathbf{E}_p \) of the light incident on the analyzer. This condition suggests immediately a possible solution. It is easy to show that all linear polarization states can be represented as a combinations of two circularly polarized states with opposite circularity and the same excitation coefficients. The azimuth angle of the decomposed \( \mathbf{E}_p \) linear state will depend on the mutual phase difference between circular states – the quantity we are, after all, looking for. As a consequence, finally we have proposed to choose as the desired base two circularly polarized polarization states: \( \hat{\mathbf{R}} \) (right-handed) and \( \hat{\mathbf{L}} \) (left-handed). The Jones vectors of these circularly polarized states can be written as:

\[
\hat{\mathbf{R}} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ i \end{bmatrix} \quad \text{and} \quad \hat{\mathbf{L}} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ -i \end{bmatrix}
\]

(9)

where \( i \) denotes an imaginary unit. Now the vector of the light \( \mathbf{E}_p \) emerging from the polarizer and falling on the analyzer can be written as:

\[
\mathbf{E}_p = \langle \mathbf{E}_p, \hat{\mathbf{R}} \rangle \hat{\mathbf{R}} + \langle \mathbf{E}_p, \hat{\mathbf{L}} \rangle \hat{\mathbf{L}} = \exp(-i \alpha_p)\hat{\mathbf{R}} + \exp(+i \alpha_p)\hat{\mathbf{L}} \equiv \mathbf{E}_{\text{PR}} + \mathbf{E}_{\text{PL}}
\]

(10)

where \( \mathbf{E}_{\text{PR}} \) and \( \mathbf{E}_{\text{PL}} \) denote the right-handed and left-handed components of \( \mathbf{E}_p \) vector, respectively. Inserting Eq. (10) into Eq. (5), one can obtain the following formula in this case:
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\[ E_{\text{out}} = \left[ \exp(i \alpha_p \langle \hat{R}, A \rangle) + \exp(-i \alpha_p \langle \hat{L}, A \rangle) \right] A = \]

\[ = \left\{ \exp\left[-i(\alpha_A - \alpha_p)\right] + \exp\left[i(\alpha_A - \alpha_p)\right] \right\} A \]  \hspace{1cm} (11)

which, after simple transformations, leads again to Eq. (4). However, Eq. (11) shows that we can treat the output vector \( E_{\text{out}} \) again as a sum of two waves with the same linear polarization states:

\[ E_{\text{out}} = \left\{ \exp\left[-i(\alpha_A - \alpha_p)\right] \right\} A + \left\{ \exp\left[i(\alpha_A - \alpha_p)\right] \right\} A \equiv E_{\text{out}R} + E_{\text{out}L} \]  \hspace{1cm} (12)

where \( E_{\text{out}R} \) and \( E_{\text{out}L} \) denote the right-handed and left-handed components of the \( E_{\text{out}} \), respectively. Thus we can conclude that the Malus law equation can be obtained again as an effect of the interference of two linearly polarized waves with the same polarization states (represented by vector \( A \)) – only this time the component waves have the same amplitudes but different phases (dependent on \( \alpha_p \) and \( \alpha_A \) difference). These phases (or rather their difference) can be interpreted as a geometric phase; it depends only on mutual orientation of polarizer’s and analyzer’s azimuth angles (\( \alpha_p \) and \( \alpha_A \)).

Again, for clarity, the graphical representation of the \( E_p \) vector’s decomposition (described by Eq. (10)) as well as the projection of \( E_{\text{PR}} \) and \( E_{\text{PL}} \) components into vector \( A \) (described by Eqs. (11) and (12)) are presented in Fig. 3. Unfortunately, this graphical visualization is not as clear as in the previous case (see Fig. 2) due to the difficulties in presenting the circle vectors \( E_{\text{PR}} \) and \( E_{\text{PL}} \) (in fact, we can draw only their amplitudes and there is no simple way to present their mutual phases).

To complete our considerations, we should describe the proper construction of the characteristic spherical triangles on the Poincaré sphere illustrating the Pancharatnam

Fig 3. The graphical representation of the \( E_p \) vector’s decomposition into right-handed (\( E_{\text{PR}} \)) and left-handed (\( E_{\text{PL}} \)) circular components as well as the projection of \( E_{\text{PR}} \) and \( E_{\text{PL}} \) components into vector \( A \) to obtain the vector \( E_{\text{out}} \) of the light emerging from the analyzer.
(geometric) phase. The extremely simple proper design in this case is presented in Fig. 4. The four points: \( P \) (representing the polarization state \( E_p \) of the light emerging from the polarizer), \( R \) and \( L \) (representing the “intermediate” polarization states \( \hat{R} \) and \( \hat{L} \)) and finally \( A \) (representing the polarization state \( A \) of the first analyzer’s eigenvector) form two triangles with common base forming a shape of the lune. The final element of our investigations should prove that the half of the area of the proposed figure (namely, half of the solid angle based on this figure) is equal to the postulated geometric phase. In fact, this becomes obvious if we take into account the well-known formula for the lune (section of the sphere) area – being proportional to the angular distance between the two points, \( P \) and \( A \), and determining the lune’s latitudinal width. For the normalized sphere, this area simply equals \( 2(\alpha_A - \alpha_P) \) – the doubled relative difference of the polarizer’s and analyzer’s azimuth angles.

5. Conclusions

The aim of the presented work is the description of a novel approach to the commonly known Malus law. The traditional approach assumes that the observed intensity changes of the light passing through a system of linear polarizer and analyzer with a variable angular orientation can be interpreted as an effect of the analyzer’s eigenwaves attenuation. Our new description assumes that we can explain the above-mentioned changes in light intensity using the interferometry concepts. This approach means that we resigned from the eigenwave’s description of the analyzer’s behavior and instead proposed a decomposition of the incident light polarization state into two different new bases. The first base choice, linearly polarized, allows interpreting Malus law as an interference of two linearly polarized waves with the same polarization state, different amplitudes and the same phases (in fact, equal to zero). The second decom-
position, using circularly polarized vectors as a base, leads to the description in which Malus law can be interpreted as an interference of two waves with the same amplitudes but different phases. This allows us to introduce the concept of the geometric phase into Malus law as well as to visualize this phase on the Poincaré sphere. The specific construction of the lune whose area is, following the original Pancharatnam idea, proportional to the desired geometric phase was drawn with the help of the points representing the chosen circular base. The analyzer’s first eigenvector position was now used only to close this lune construction and to determine its width.

To sum up, we have described the analyzer as an element realizing the interference of two waves using the geometric phase formalism. Extension of the Courtial’s idea described earlier [15, 16] proved useful also in the explanation of Malus law. Note that in previous descriptions of the experiments showing the existence of a geometric phase, the analyzer was treated only as an element “closing” the constructions of the corresponding triangles on the Poincaré sphere. Currently in our interpretation, the analyzer is treated as an element realizing the interference of two waves, which are the components of the wave leaving the polarizer. The explanation of analyzer’s behavior in the Malus law experiment by way of introducing, admittedly slightly peculiar, geometric phase can help in the description of more complex systems (e.g., a cascade of phase plates).
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