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1. Introduction

Rule-Based Systems [15, 7] constitute a mature technology in the field of Artificial Intelligence [23]. Over the years, they were applied in many domains like medicine, engineering [9], decision support [16]. Even NASA created its own language for building Rule-Based Systems called C Language Integrated Production System (CLIPS). It became one of the most commonly known and used language for example image processing, image recognition. Currently its newer implementation called Jess [6] gained a lot of attention. Nowadays, these systems do not fit into directions and trends of the scientific research in their classical form. However, many ideas, algorithms and solutions that are applied in new technologies such as Business Rules, Semantic Web are derived from Rule-Based Systems.

Business Rules (BR) [22] are one of the latest application field of the classical rules. They allow for defining logical aspects of business, and are used by tools such as Drools or OpenRules. BR semantics is defined by Semantics of Business Vocabulary and Business Rules (SBVR) standard [21]. The goal of SBVR is to provide the basis for formal and detailed natural language declarative specifications of business entities (vocabulary) and policies (rules). The formal representation is based on several logics including first order logic, alethic modal logic and deontic logic. Furthermore, it adapts model theoretic interpretations for semantic formulations.

The features of the SBVR are provided by very complex and vague meta-model. It consists of four submodels which define the representation and meaning of the business and business rules vocabulary. Due to its complexity, SBVR is hard to use in practical applications. What is more, the support for SBVR have to involve application of the dedicated parsers of controlled english.

The Semantic Web [2] initiative aims at adding meaning to the data in order to make it machine processable. This allows for using more advanced searching and planning
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mechanisms, which work in an automated way. Hence, the Semantic Web mainly focuses on ontology modeling. Ontologies are designed using the OWL language [8] which provides an XML-based syntax and semantics described by Description Logics (DL) [3].

One of the main problems in Semantic Web is efficient reasoning and application of rules. One of the approach to using rules in Semantic Web is the Semantic Web Rule Language (SWRL) [10]. This language combines the OWL sublanguages (OWL DL and OWL Lite) with the RuleML [26] (Datalog). It includes an abstract syntax for Horn rules in the mentioned sublanguages of OWL. There are three approaches to implement inference engines for SWRL: Hoolet, Bossam and Pellet. From the mentioned approaches, the Pellet\(^1\) reasoner provides the best support for SWRL. Nevertheless, this support is still limited to DL-Safe subset of SWRL. The new OWL 2 RL Profile is a rule subset of OWL 2 that allows for using simple rule semantics with OWL 2. However, the current support for this feature in DL reasoners as well as Semantic Web using them is very limited [1].

The Semantic Knowledge Engineering (SKE) [18] approach provides a formalized model for classic rules representation [20]. It is based on the Attributive Logic with Set of Values over Finite Domains (ALSV(FD)) logic [17]. The SKE design methodology is supported by a set of dedicated tools allowing for visual rules modeling, quality analyzing and automated implementation [12]. The underlying logic provides support for complex types and generalized attributes which can take set as a value. This makes the logic more expressive than other rule base representations [19]. The SKE methodology provides logic-based rule language called Extended Tabular Trees ver. 2 (XTT2) [20]. This language is supported by the dedicated tool HQEd [11] and allows for visual and agile rule base modeling.

The XTT2 is based on the ALSV(FD) logic, however it does not use it in efficient way. It provides a several limitations: it does not support complex types, it allows for using only constant expressions within conditional part of rule. Moreover, SKE assumes that the underlying ALSV(FD) logic is dedicated for the XTT2 rule language. It does not consider if the provided formalism can be used for rule interchange purposes.

Apart from the nowadays approaches to knowledge base design, there were several attempts done in the past. Historically, an important approach that aimed at full formalization of the knowledge representation including basic inference tasks was KADS. In fact, in this area an important effort was done, see [5, 24]. However, KADS had a very broad perspective on the knowledge representation, with rules being one of several methods. Due to this complexity, KADS-oriented research did not result in any practical tools for Rule-Based Systems.

### 2. State of the Art in Rule Interchange

Currently, there are several solutions that are being proposed for knowledge interchange: Rule Interchange Format (RIF), Rule Markup Language (RuleML), REVERSE Rule Markup Language (R2ML), and Knowledge Interchange Format (KIF).
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\(^1\) See: http://pellet.owldl.com
RIF [14] is the extensible rule interchange format for the SemanticWeb. It is intended to be an extensible interchange format for all rule languages. The architecture of RIF consists of several dialects, which are the XML-based rule languages with well-defined semantics. Some of the dialects, especially RIF Core, are at early stage of development and can be superseded.

The practical application of RIF is limited because of their complexity and generic nature. What is more, the RIF specification leaves many questions open e.g. how to implement a transformation from a source rule language into RIF. Currently, RIF support is developed in a number of tools e.g. RIFLE\(^2\), SILK\(^3\), fuxi\(^4\), Eye\(^5\) and many others. Nevertheless, none of these tools provide complete support for RIF.

RuleML [4] is an XML-based language for the representation of rules. It provides a way for expressing Business Rules in modular stand-alone units and allows the deployment, execution, and exchange of rules between different systems and tools. Each unit provides support and semantics for a specific rule language and application. Thanks to the modular units, RuleML seems to be very flexible and extensible.

However, RuleML does not provide any mechanisms for semantics evaluation of the rule language elements. This is why, the rule interchange can be inconsistent at the semantic level. Furthermore, the provided units for specific rule languages lead to emergence of dialects. Thus, RuleML and RIF suffer from the same problem of complex dialects. The implementation of tool that supports all the dialects becomes very hard. Hence, the practical support for this language is very weak. Moreover, the issue of interchange between rule languages with complex data types and vocabularies (Drools) is not well clarified in RuleML.

R2ML [25] is a visual rule markup, which purpose is to capture rule formalized in different languages and interchange them between rule formats and tools. It also allows for enriching ontologies by rules. It has a XML based concrete syntax validated by an XML Schema allowing for different semantics for rules. Rule concepts are defined with the help of MOF/UML, a subset of UML class modeling language. Later, the MOF/UML representation is mapped to the concrete markup syntax.

In general, R2ML does not provide any specific semantics. This is why the semantics that accommodate the semantics of the target rule languages have to defined every time. What is more, R2ML do not assure that defined interchange method for target rule languages is lossless.

KIF\(^6\) is a computer-oriented language for the interchange of knowledge among different applications. It is logically comprehensive (i.e. it provides the expression of arbitrary sentences
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\(^4\) See: http://code.google.com/p/fuxi

\(^5\) See: http://eulersharp.sourceforge.net/README#eye

in the first-order predicate calculus) and provides declarative semantics. It is possible to understand the meaning of the expressions without usage of interpreter. In this way, KIF differs from other languages that are based on specific interpreters such as Emycin and Prolog. The KIF language was intended as highly specialized not efficient knowledge representation language. So, it should not be used as an internal knowledge representation for applications.

KIF and their successors (SUO-KIF, LKIF) suffer from the same reasons as SBVR. The specification of KIF is very complicated and vague. Similarly to SBVR, KIF provides very complex meta-model consisting of large number of classes. Hence, from the practical point of view, complexity of the meta-model causes that there is a lack of tools supporting KIF.

3. Summary and Conclusions

This position paper concerns knowledge interoperability in rule bases. It points that the existing interchange methods are mostly abstract and general. They provide complex metamodels and vague formalisms, which cause the practical application hard. This is why they suffer from the lack of the supportive tools as well as lack of the formalism that can be used in practical applications. In fact, some rule interchange languages provide logical foundation, however in order to assure the semantically coherent rule interoperability, they can be reasonably applied only to rule languages that provide formalized semantics. In general, the following problems related to knowledge interoperability can be noticed:

1. Lack of the logical interpretation of rule languages.
2. Lack of formalized way for knowledge exchanging between rule formats.

These problems are significant, because they decreases the maintainence and management capabilities. The efficient method for rule interoperability may reduce the number of knowledge repositories what in turn may reduce the risk of logical anomalies like redundancy or inconsistencies.

The methods for rule interchange are desirable and there are several approaches to solve this problem. In general, all of them suffer from their general nature, which causes that the practical support is very weak. The goal of our future work is to develop a formal method for knowledge interchange which would be supported by tools. We also assume that our method would provide a logic-based, unified knowledge representation model that can be used for providing a logical interpretation of the rule languages and for clarification of the rules semantics. Thanks to that, the proposed rule interchange method will allow for semantically coherent knowledge interchange supported by tools.

The results of our preliminary research show that the rule interchange between SKE and Drools rule languages is possible and semantically coherent. The translation was performed using no formal algorithm, but it was based on the identification of the knowledge
base elements that have a similar meaning. Moreover, it has been performed only in one
direction: from SKE to Drools rule language. The details of our preliminary research are
described in [13].
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