INFLUENCE OF CUTTING CONDITIONS ON TEMPERATURE DISTRIBUTION IN FACE MILLING OF INCONEL 718 NICKEL-CHROMIUM ALLOY

This paper presents 3D FEM simulation results obtained for the milling operations on a nickel-chromium alloy (Inconel 718) using the Johnson-Cook material constitutive model and variable cutting conditions. Face milling tests were carried out using silicon-aluminum-oxygen-nitrogen (SiAlON) ceramic cutting tools inserts. The machining conditions were selected based on real production data (cutting speed of \( v_c = 750 \) and 800 m/min, feed of \( f = 0.1, 0.125 \) and 0.15 mm/t, depth of cut of \( a_p = 1, 1.5 \) and 2 mm). The FEM simulations include the maximum and average values of the cutting temperature. They were compared with experimental data obtained by using the high speed infra-red camera.

1. CONSTITUTIVE MATERIAL MODELS FOR FEM SIMULATION

Development of manufacturing processes requires new and robust methods of technological process optimization which are tested in the implementation phase. For instance, in the machining practice engineers modify tool paths by means of the selection of the technological parameters and cutting tool configurations. All of these activities are based on expensive experiments and technological tests in production environment.

At present, the FEM based simulation is a basic engineering tool which accelerates and facilities the successful solution of this problem. However, the basic obstacle in the engineering application of the FEM technique is the lack of an accurate constitutive material model which will cover a wide spectrum of both the workpiece and cutting tool materials [1],[2],[3]. In particular, more accurate and complete constitutive material models which consider the appropriate mechanical thermophysical properties of both the workpiece and tool materials are needed [4],[5],[6]. A distinct controversy appears in the modelling of aerospace construction materials, including the heat resistant superalloys (HRSA),
basically a group of titanium and nickel-based alloys [2],[7],[8]. The elaboration of an accurate constitutive model depends on the following important technical possibilities and limitations:

- Determination of mechanical properties of the workpiece material under real cutting conditions [9],[10],
- Identification of the thermophysical properties of the workpiece and cutting tool materials taking into account the deposited coatings [11],[12],
- Quantification of friction in the cutting zone [13],[14],
- Considering chip segmentation mechanism in machining [15],[16].

The determination of the appropriate parameters of the constitutive material model requires numerous experimental tests and data analyses. In particular, reverse solutions have also been proposed [17]. Current trends show that the FEM constitutive model should satisfy the High Speed Cutting (HSC) and High Performance Cutting (HPC), which require the implementation of high strain rate tests. Moreover, the material modelling should cover a wide spectrum of cutting tool materials including multilayer coated and composite tools.

Taking into consideration all these facts, the paper is, in general, focused on the influence of the basic constitutive model of the workpiece material, Johnson-Cook (JC), on the results and simulation accuracy when performing 3D flat milling operations using SiAlON rounded inserts to machine an Inconel 718 nickel-chromium alloy. An important aspect of the generation of material constitutive models is to determine accurately their parameters based on the experimental data.

2. EXPERIMENTAL METHODOLOGY

The tests were carried out for a flat milling with tree-flute cutter-head type KSSR050RN12CF03 with SiAlON inserts type RNGN120700E KY1540 from KENNAMETAL. The 3D CAD model of the rounded ceramic cutting insert with FEM meshing strategy 1a and the model of the tool edge used in FEM simulation 1b are presented in Fig. 1. To reduce the FEM calculation time the tool insert was created as a rigid non-deformable model with a thickness of 0.2 mm. In order to obtain the increase of the nodal mesh density at the junction between the cutting edge and the workpiece material, the settings of AE were modified. The meshing strategy was realized based on own matching parameter data [18] presented in Fig. 1 such as maximum and minimum tool element size, mesh grading etc. This also results in the increase of the mesh density in the cutting zone (Fig. 1b) and allows achieving a significant increase in the number of nodes in the area of workpiece material after machining.

The defined tool insert model with appropriate settings resulting from its location in the cutter head were imported correctly to the FEM simulation system. The CAD model of the cutter head with three rounded inserts is shown in Fig. 2. The experimental and simulation conditions are specified in Table 1. Additionally, it was necessary, looking at FEM simulation method, to determine the initial angle of head rotation \( \phi_0 = 37^\circ \). Fig. 3 visualizes technological parameters introduced in FEM package along with the coordinate system \( xyz \) and initial angle of head rotation \( \phi_0 \).
The objective of this study is to compare the experimental results with simulation data obtained for Johnson-Cook model (JC) constitutive material model, which is predominantly used for modelling of machining processes of metallic alloys [2]. The parameters for the JC constitutive model used in this study are specified in Table 2.

![Fig. 2. CAD computer model of a milling cutter head denoted by symbol KSSR050RN12CF03](image)

Table 1. Conditions of numerical and experimental tests

<table>
<thead>
<tr>
<th>Workpiece</th>
<th>Inconel 718</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technological</td>
<td>v_c=750, 800 m/min, a_p=1.0, 1.5, 2.0 mm</td>
</tr>
<tr>
<td>parameters</td>
<td></td>
</tr>
<tr>
<td>Cutting tool</td>
<td>Cutting tool insert: RNGN120700E KY1540</td>
</tr>
<tr>
<td>Constitutive model</td>
<td>Johnson-Cook (JC) with defined thermo-physical parameters</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>0.5 (in FEM simulations)</td>
</tr>
<tr>
<td>Type of FEM simulation</td>
<td>Three-dimensional (3D)</td>
</tr>
</tbody>
</table>

![Fig. 1. FEM meshing of the cutting tool model type RNGN120700E KY1540 (a) with cutting edge area for used meshing parameters (b): Maximum (0.3 mm) and minimum (0.03 mm) tool element size, minimum edge length (0 mm), mesh grading (0.5), curvature safety (1.5), segments per edge (0.5)](image)
Experimental research was carried out on CNC DMU 80P duoBLOCK milling machine equipped with a HD infra-red camera, model X6540sc (Fig. 4a). The emissivity coefficient for the Inconel 718 alloy was determined to be equal to 0.35. During the tests, maximum temperatures in cutting zone were recorded (Fig. 4b) using the flying point algorithm method. The values of the maximum temperature were calculated as an average of obtained maximum values for every contact of cutting edge with workpiece during machining.

In order to consider the thermophysical properties of Inconel 718 alloy, own input data were implemented into the JC model. They concern the measured values of the thermal conductivity (Fig. 5a) and specific heat (Fig. 5b) of the nickel based alloy in the function of temperature. In order to compare them with literature data some plausible values from MPDB data base [19] were entered into the figure.

It can be noted in Figs. 5a and 5b that the differences between literature and experimental data are not distinct, especially for the thermal conductivity (Fig. 5a). Moreover, the trend for the behaviour of the specific heat agrees with literature data.
Table 2. Johnson – Cook (JC) constitutive model parameters [10],[17],[19]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>A, MPa</th>
<th>B, MPa</th>
<th>n</th>
<th>C</th>
<th>m</th>
<th>$\dot{\varepsilon}_p^0$, 1/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melting temperature</td>
<td>450</td>
<td>1700</td>
<td>0.65</td>
<td>0.017</td>
<td>1.3</td>
<td>1.0</td>
</tr>
<tr>
<td>Young module</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient of thermal expansion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Johnson – Cook (JC) constitutive model parameters [10],[17],[19]

Experimental and simulation studies of flat milling operations using a three tooth milling cutter shown in Fig. 2 were performed to expose the thermal image of the cutting zone. For simplicity, the fly milling with only one cutting tooth being in the contact with the workpiece was carried out. In this case, the distribution of cutting temperature is relatively easy to image.

As a result, it is possible to generate simple waveform recordings of the cutting temperature as a function of the rotation angle $\phi$ of the milling cutter head. Their graphical visualizations for variable milling parameters are shown in Fig. 6.

3. EXPERIMENTAL RESULTS
It can be seen in Fig. 6 that for the selected set of machining parameters the average values of cutting temperature change in the range between 1180°C – 1380°C. The measured values of cutting temperature are specified in Table 3. It should also be noted in Fig. 6 that the instantaneous values of the cutting temperature were estimated by FEM modeling as function of the head rotation angle $\psi$. The region with maximum temperatures corresponds to the $\psi$ angle between 50° and 70°. As a result, the average values of cutting temperature were determined for this machining period. The experimental results of mean, maximum and minimum cutting temperature for different cutting conditions are specified in Table 3.

<table>
<thead>
<tr>
<th>Cutting conditions</th>
<th>Temperature, °C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>$v_c$ m/min</td>
<td>$a_p$ mm</td>
</tr>
<tr>
<td>800</td>
<td>1.0</td>
</tr>
<tr>
<td>800</td>
<td>1.0</td>
</tr>
<tr>
<td>800</td>
<td>2.0</td>
</tr>
<tr>
<td>800</td>
<td>2.0</td>
</tr>
<tr>
<td>750</td>
<td>1.5</td>
</tr>
</tbody>
</table>
In this case, the predicted values were validated using the average temperature values recorded by a high resolution IR camera. A representative temperature spectrum recorded with the average values determined are shown in Fig. 7.

![Fig. 7. Recorded temperature signal (by HD infrared camera) measured in the cutting zone with calculated average values of maximum temperature for 14 contacts areas of the cutting edge with the workpiece.](image)

It was observed that temperature changes recorded during cutter rotation are strongly related to the feed rate in such a way that higher temperatures occur for higher feed rate, independently of the depth of cut. These relationships are presented in Fig. 8. Moreover, the temperature signals generated at higher feed of 0.15 mm/tooth are more stable which coincides with the force signals.

![Fig. 8. Influence of feed rate on the changes of cutting temperature (grouping). Machining parameters: \( v_c = 800 \) m/min, \( a_p = 1; 2 \) mm, \( f = 0.1; 0.15 \) mm/tooth.](image)
Fig. 9 presents the comparison of measured and predicted values of the cutting temperature when varying the depth of cut and feed rate. The comparative algorithm was based on the Box-Whisker type graph where it was possible to assess the change of temperature values on the lower and upper quartile (bottom and top of the box respectively). It was also possible to assess the maximum fluctuation of the temperature value.

Fig. 9. Comparison of mean cutting temperature for experimental (black lines with mean and max-min range) and simulation results. Simulation results are presented in the form of the median and quartiles with the maximum values (Box-Whisker Plot)

Fig. 10. Percentage differences in temperature in comparison to mean, maximum and minimum experimental data
It was observed that for the lower depth of cut $a_p = 1$ mm FEM simulations results agree satisfactorily for both feeds with measured result. Also a good agreement was achieved for a special milling test keeping $v_c = 750$ m/min, $a_p = 1.5$ mm and $f = 0.125$ mm/tooth. On the other hand, for a higher depth of cut of $a_p = 2$ mm experimental results overestimate the measured data. However, the changes of temperature resulting from increase of depth of cut are rather small.

Fig. 11. Temperature distribution in the cutting zone for different feed rates and constant depth of cut obtained by using 3D and 2D slice technique. Machining parameters: $v_c = 800$ m/min, $a_p = 1$ mm, (a) $f = 0.15$ and (b) 0.1 mm/tooth
It should be noticed that in general the overall agreement between experimental and simulated data is good. Fig. 10 presents the percentage analysis of these differences. It was performed with respect to the mean, maximum and minimum experimental values. In general, the differences between mean values do not exceed 6%. For the maximum values they range between -4% and 2% and for the minimum values they increase to 9% (the absolute error for the temperature of 1200°C is about +/- 50°C).

The temperature distributions in the cutting zone for the selected feed rates and depths of cut were visualized using a slice technique. The corresponding results obtained by using 3D and 2D slice technique for constant depth of cut of \( a_p = 1 \text{mm} \) are presented in Fig. 11.

It was observed that the temperature distribution in the cutting zone depends on the feed rate. For the lower feed of 0.1 mm/tooth the high temperature zone is localized in the vicinity of the cutting edge, i.e. in zone B in Fig. 11. On the other hand, for the higher feed of 0.15 mm/tooth, for which the average temperature is higher, the high temperature zone is displaced from the cutting edge, i.e. zone “A” in Fig. 11. Similar effect was observed for the depth of cut of 2 mm. It can be noted that the specific heat of Inconel 718 at the temperature near 1200°C is relatively high and equal to 660 J/kg K and, as shown in Fig. 5b, it remains practically constant when temperature increases up to 1400°C. Because the feed determines the shear velocity, a higher feed causes that the heat is transferred faster from the contact zone and the higher temperature region is displaced from the cutting edge. For a lower feed the temperature field penetrates towards the workpiece to a greater extent, i.e. in Fig. 11 region D is more extended than C.

It was also observed in Fig. 11a and 11b that the feed influences the shear angle. When the feed rate decreases the shear angle decreases for both of depth of cut, as shown in Fig. 11. The shear velocity for \( a_p = 1 \) mm, calculated using the shear angle value determined from FEM simulation, is in the range of 15.2 m/s for a lower feed rate and about 15.3 m/s for a higher feed. The increase of the depth of cut to 2 mm causes that the shear velocity decreases. Regardless of the feed rate used the differences are constant of about 0.6 m/s.

The feed also influences the tool-chip contact length. For \( a_p = 1 \) i 2 mm and \( f = 0.1 \text{mm/t} \) the tool-chip contact length \( l_c \) is equal to 0.09 (Fig. 11b) and 0.17 mm respectively. For the higher feed rate the \( l_c \) ranges from 0.13 to 0.22 mm for a lower and higher depth of cut.

When the tool-chip contact length increases, the heat transfer from the cutting zone becomes more intensive. As a result, for the feed of 0.15 mm/tooth, despite the higher average temperature, the temperature region with extremely high temperature does not appear.

4. CONCLUSION

Constitutive model of workpiece material has a significant impact on the results of FEM simulation, especially in the area of mechanical and thermal influences [20]. Based on the experimental results and FEM predictions of the temperature distribution in the cutting area the conclusions are as follows:
• The J-C model results in a good compatibility of experiment and FEM simulation data in relation to the mean cutting temperature. In this case the differences between relevant temperatures are not higher than 9%.
• It was documented that the J-C model causes that the predicted results are more sensitive to changes of the feed rate. The temperature spectra are less stable for a lower feed rate.
• A good thermal comparison was obtained for FEM simulation and lower depth of cut (ap=1 mm). In this case the differences between predicted values of the average cutting temperature and experimental data, obtained for mean, maximum and minimum data range are not higher than 6%.
• It was observed that the temperature distribution maps in the cutting area are influenced by the feed rate. This effect was documented on the FEM simulations by analysing the areas of maximum temperature and the change of tool-chip contact length.

It is finally concluded, based on experiences resulting from this study, that the practical implementation of the most accurate constitutive material model and its thermophysical properties such as the thermal conductivity and the specific heat is very important. Additionally, it is extremely difficult and needs a number of advanced experiments for its validation.
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