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Abstract. In the paper the problems of practical stability and asymptotic stability of fractional discrete-time linear systems are addressed. Necessary and sufficient conditions for practical stability and for asymptotic stability are established. The conditions are given in terms of eigenvalues of the state matrix of the system. In particular, it is shown that (similarly as in the case of fractional continuous-time linear systems) in the complex plane exists such a region, that location of all eigenvalues of the state matrix in this region is necessary and sufficient for asymptotic stability. The parametric description of boundary of this region is given. Moreover, it is shown that Schur stability of the state matrix (all eigenvalues have absolute values less than 1) is not necessary nor sufficient for asymptotic stability of the fractional discrete-time system. The considerations are illustrated by numerical examples.
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1. Introduction

Dynamical systems described by fractional order differential or difference equations have been investigated in several areas such as viscoelasticity, electrochemistry, diffusion processes, automatic control, power electronic, etc. (see [1–10], for example, and references therein).

The problem of stability of linear fractional order systems has recently had considerable attention. In the case of continuous-time linear systems exist analytic, LMI and frequency domain conditions for asymptotic stability (see [11–18], for example). In the case of fractional discrete-time linear systems existing conditions are mainly sufficient. This follows from the fact that asymptotic stability of the system is identical to asymptotic stability of the corresponding discrete-time linear system of natural order with an infinite number of delays. In practical problems only the bounded number of delays (called the length of practical implementation) can be considered. In this case the corresponding discrete-time linear system of natural order has a finite number of delays and it is called the practical realization of the fractional order system. Asymptotic stability of this system is called the practical stability of the fractional system.

The sufficient conditions for practical stability with a given length of practical implementation for fractional order discrete-time systems are derived in [19–21]. Simple necessary and sufficient analytic conditions for practical stability of scalar fractional discrete-time linear systems and simple necessary and sufficient analytic conditions for practical stability and for asymptotic stability of fractional discrete-time linear systems with diagonal state matrix are established in [22] and [23], respectively.

Recently, the equivalent descriptions of discrete-time linear systems of fractional order and its stability domains were considered in [24].

Simple analytic necessary and sufficient conditions for practical stability and for asymptotic stability of positive fractional discrete-time linear systems are given in [25–27] for 1D systems and in [27, 28] for 2D systems.

The aim of the paper is to give the necessary and sufficient conditions for practical stability and for asymptotic stability of fractional discrete-time linear systems described by the state-space model in the general case. In particular, we show that in the complex plane exists such a region, that location of all eigenvalues of the state matrix in this region is necessary and sufficient for asymptotic stability of the system.

The paper is organized as follows. Formulation of the problem is given in Sec. 2. Necessary and sufficient conditions for practical stability and for asymptotic stability are established in Sec. 3. Illustrative examples are given in Sec. 4 and concluding remarks in Sec. 5.

2. Problem formulation

Consider the discrete-time linear system of fractional order $\alpha$ described by the homogeneous state equation

$$\Delta^\alpha x_{i+1} = Ax_i, \quad \alpha \in (0, 1),$$

(1)

with the initial condition $x_0$, where $x_i \in \mathbb{R}^n$, $A \in \mathbb{R}^{n \times n}$,

$$\Delta^\alpha x_1 = \sum_{k=0}^{i} (-1)^k \binom{\alpha}{k} x_{1-k}$$

(2)

is the fractional difference of order $\alpha \in (0, 1)$ of the discrete-time function $x_i$ [26–28] and

$$\binom{\alpha}{k} = \frac{\alpha!}{k!(\alpha - k)!}. $$

(3)
Using (2) we may write Eq. (1) in the form
\[ x_{i+1} = A_0 x_i + \sum_{k=1}^{i} A_k x_{i-k}, \]  
(4)
where
\[ A_0 = A + I_\alpha, \quad A_k = I c_k(\alpha), \quad k = 1, 2, \ldots, \]
(5)
\[ I \]

is the \( n \times n \) identity matrix and
\[ c_k(\alpha) = (-1)^k \left( \frac{\alpha}{k+1} \right), \quad k = 1, 2, \ldots \]
(6)
The state Eq. (4), also (1), can be obtained by the use of Grunwald-Letnikov approximation of the fractional order derivative [3].

The coefficients (6) can be computed by the following simple algorithm suitable for computer programming [25]
\[ c_{k+1}(\alpha) = c_k(\alpha) \frac{k+1-\alpha}{k+2}, \quad k = 1, 2, \ldots \]
(7)
with \( c_1(\alpha) = 0.5\alpha(1-\alpha). \)

Equation (4) describes the discrete-time linear system with increasing number of delays.

From (7) it follows that \( c_k(\alpha) > 0 \) for all \( \alpha \in (0, 1) \) and \( k = 1, 2, \ldots \). Moreover, coefficients \( c_k(\alpha) \) strongly decrease for increasing \( k \). Therefore, in practical problems it is assumed that \( k \) is bounded by some natural number \( L \). This number is called the length of practical implementation. In this case the Eq. (4) can be written in the form
\[ x_{i+1} = \begin{cases} 
A_0 x_i + \sum_{k=1}^{i} A_k x_{i-k} & \text{for } i = 0, 1, \ldots, L \\
A_0 x_i + \sum_{k=1}^{L} A_k x_{i-k} & \text{for } i = L + 1, L + 2, \ldots 
\end{cases} 
\]
(8)
with the initial condition \( x_0 \epsilon \mathbb{R}^n \). The equation (8) describes a linear discrete-time system with \( L \) delays in state.

The time-delay system (8) is called the practical realization of the fractional system (1). From [26] we have the following definitions.

**Definition 1.** The fractional system (1) is called practically stable if the system (8) is asymptotically stable.

**Definition 2.** The fractional system (1) is called asymptotically stable if the system (8) is asymptotically stable for \( L \rightarrow \infty \).

From Definition 1 and theory of asymptotic stability of discrete-time linear system we have the following theorem.

**Theorem 1.** The fractional system (1) with given length \( L \) of practical implementation is practically stable if and only if
\[ w(z) \neq 0, \quad |z| \geq 1, \]
(9)
where
\[ w(z) = \det \{ I z - A_0 - \sum_{k=1}^{L} A_k z^{-k} \}. \]
(10)

The characteristic equation of the system for \( z \neq 0 \) can be written in the form
\[ \det \{ I z^{L+1} - A_0 z^L - \sum_{k=1}^{L} A_k z^{L-k} \} = 0. \]
(11)

To check practical stability of the fractional system (1) we can apply the existing methods to the asymptotic stability analysis of the discrete-time systems (8) with delays. However, these methods may be inconvenient with respect to a high degree of Eq. (11) for a large length of practical implementation.

The problem of practical stability of the fractional system (1) has been considered in [19–21] for standard systems and in [25–28] for positive systems. In [25] it has been shown that practical stability and asymptotic stability of the positive fractional system (1) are equivalent to asymptotic stability of the corresponding natural order positive discrete-time system without delays of the same size as the system (1). Recall that the system (1) is positive if and only if all entries of the matrix \( A_0 = A + I_\alpha \) are non-negative [25–27].

In the case of standard systems, the problem of checking of the asymptotic stability is more complicated and less advanced. This follows from the fact that asymptotic stability of the fractional discrete-time system (1) is equivalent to asymptotic stability of the system (8) with \( L \rightarrow \infty \).

Simple necessary and sufficient analytic conditions for practical stability of scalar fractional discrete-time system (1) (\( A \) is a real number) and simple necessary and sufficient analytic conditions for practical stability and for asymptotic stability of the system (1) with diagonal matrix \( A \) were established in [22] and [23], respectively.

Recently, the method for evaluation of the stability domain in the space of parameters of the discrete-time linear system (1) was proposed in [24].

The aim of the paper is to give the new necessary and sufficient conditions for practical stability and for asymptotic stability of the fractional system (1).

**3. Solution of the problem**

**3.1. Practical stability.** Substitution (5) in (10) gives
\[ w(z) = \det \{ (z - \sum_{k=1}^{L} c_k(\alpha) z^{-k}) I - A_0 \}. \]
(12)

The characteristic equation \( w(z) = 0 \) can be written in the form
\[ \prod_{i=1}^{n} w_i(z) = 0, \]
(13)
where
\[ w_i(z) = z - \sum_{k=1}^{L} c_k(\alpha) z^{-k} - \lambda_i(A_0) \]
(14)
and \( \lambda_i(A_0) \) denotes \( i \)-th eigenvalue of \( A_0 = A + I_\alpha \ (i = 1, 2, \ldots, n) \).

From the above and Theorem 1 it follows that the fractional system (1) with given length \( L \) of practical implementation is practically stable if and only if all roots of all equations
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$w_i(z) = 0$ ($i = 1, 2, \ldots, n$) are stable, i.e. have absolute values less than 1. Therefore, first we consider the problem of stability of roots of the equation

$$z = \sum_{k=1}^{L} c_k(\alpha)z^{-k} - \rho = 0 \tag{15}$$

in dependence of $\rho = \lambda_1(A_0)$.

To the stability analysis we apply the D-decomposition method. For state of the art of this method see [29].

According to the D-decomposition method, the boundary of stability region in the complex $\rho$-plane is given by the formula

$$\rho(\omega) = e^{j\omega} - \sum_{k=1}^{L} c_k(\alpha)e^{-jk\omega}, \quad \omega \in [0, 2\pi], \tag{16}$$

which is obtained by substitution $z = e^{j\omega}, \omega \in [0, 2\pi]$ (boundary of the unit circle in the complex $z$-plane) in equation (15).

The closed curve (16) divides the complex $\rho$-plane into two regions. One of them is a bounded region consisting the origin of this plane (see Fig. 1). This region will be denoted by $S(\alpha, L)$.

It is easy to check that (16) for $\alpha = 0$ and for $\alpha = 1$ describes the unit circle, i.e. a circle with centre at point (0,0) and radius 1.

From the left hand side of (11) for $z = 0$ one has $\det(-A_L) = \det(-IC_L(\alpha)) \neq 0$. This means that $z = 0$ is not a root of the characteristic equation (11) and also the equation (15).

Lemma 1. All roots of Eq. (15) are stable if and only if $\rho \in S(\alpha, L)$.

Proof. According to the D-decomposition method, for proof that $S(\alpha, L)$ is a stability region in the complex $\rho$-plane it is sufficient to show that all roots of (15) are stable for at least one point in $S(\alpha, L)$. We choose $\rho = 0$.

Equation (15) for $\rho = 0$ can be written in the form

$$z^{L+1} - \sum_{k=1}^{L} c_k(\alpha)z^{L-k} = 0. \tag{17}$$

In [30] it has been shown that if

$$1 > |a_{n-1}| + \cdots + |a_1| + |a_0|, \tag{18}$$

then all roots of the polynomial

$$z^n + a_{n-1}z^{n-1} + \cdots + a_1z + a_0 \tag{19}$$

have absolute values less than 1.

The condition (19) for the left hand side of (17) has the form

$$1 > \sum_{k=1}^{L} c_k(\alpha). \tag{20}$$

Since $\sum_{k=1}^{L} c_k(\alpha) = 1 - \alpha$ [27], we have

$$1 - \sum_{k=1}^{L} c_k(\alpha) \geq 1 - \sum_{k=1}^{\infty} c_k(\alpha) = 1 - 1 + \alpha = \alpha > 0. \tag{21}$$

Hence, the condition (20) holds. This means that the equation (15) for $\rho = 0$ has $L+1$ roots which satisfy the condition $|z_r| < 1$ ($r = 1, 2, \ldots, L+1$). Because $\rho = 0 \in S(\alpha, L)$, $S(\alpha, L)$ is the stability region for all roots of (15) and the proof is completed.

Taking into consideration all functions (14), from (13) and Lemma 1 we obtain the following theorem.

Theorem 2. The fractional system (1) with the given length $L$ of practical implementation is practically stable if and only if all eigenvalues $\lambda_i(A_0)$ ($i = 1, 2, \ldots, n$) are located in the stability region $S(\alpha, L)$, i.e. $\lambda_i(A_0) \in S(\alpha, L)$ for all $i = 1, 2, \ldots, n$.

For $\omega = 0$ and $\omega = 2\pi$ from (16) one obtains

$$\rho(0) = 1 - \sum_{k=1}^{L} c_k(\alpha), \tag{22}$$

$$\rho(\pi) = -1 - \sum_{k=1}^{L} c_k(\alpha)(-1)^k. \tag{23}$$

Lemma 2. If all eigenvalues $\lambda_i(A_0)$ are real, then the fractional system (1) with given length $L$ of practical implementation is practically stable if and only if

$$\rho(\pi) < \lambda_i(A_0) < \rho(0), \quad i = 1, 2, \ldots, n. \tag{24}$$

Proof. It is easy to see that $\rho(\pi) < \rho(0)$ and the interval $(\rho(\pi), \rho(0))$ of the real axis lies in the stability region $S(\alpha, L)$ for any fixed $\alpha \in (0,1)$. The proof directly follows from Theorem 2.

Lemma 2 also follows from [23].

Practical stability regions $S(\alpha, L)$ for $L = 50$ and a few values of fractional order $\alpha \in (0,1)$ are shown in Fig. 1 on the plane of eigenvalues of $A_0 = A + IA$. The closed curve (16) crosses real axis in points $\rho(\pi)$ and $\rho(0)$. From
(22), (23) and (6) it follows that \( \rho(\pi) = -1 \), \( \rho(0) = 1 \) for \( \alpha = 0 \) and for \( \alpha = 1 \). In these cases (16) describes a circle with centre at point (0,0) and radius 1. It is easy to check that \( \rho(\pi) > -1 \) and \( \rho(0) < 1 \) for all \( \alpha \in (0, 1) \). This means that if \( \alpha \) grows from 0 to 1, then point \( \rho(\pi) \) in complex plane beginning moves in right and then in left, but point \( \rho(0) \) moves in opposite direction, i.e. beginning in left and then in right.

Figure 2 shows the regions \( S(\alpha, L) \) for \( \alpha = 0.1 \) and a few values of the length \( L \) of practical implementation. From Fig. 2 we can see that (for fixed \( \alpha \)) the greater value of \( L \) results in the lowest value of \( \rho(0) \). The values of \( \rho(\pi) \) are nearly the same for different values of \( L \).

![Figure 2. Regions S(\alpha, L) for \alpha = 0.1 and L = 5 (boundary 1), L = 50 (boundary 2) and L = 500 (boundary 3)](image)

From Figs. 1, 2 and Lemma 2 it follows that for any fixed \( \alpha \in (0, 1) \) there exists a circle \( D_1 = D_1(\rho_0, r_1) \) with the centre

\[
\rho_0 = 0.5(\rho(0) + \rho(\pi)) = -\sum_{k=2}^{L} c_k(\alpha) \tag{25}
\]

and radius

\[
r_1 = 0.5(\rho(0) - \rho(\pi)) = 1 - \sum_{k=1}^{L} c_k(\alpha), \tag{26}
\]

which entirely lies in the stability region \( S(\alpha, L) \).

Another circle located entirely in the stability region \( S(\alpha, L) \), denoted by \( D_2 = D_2(0, r_2) \), has centre at origin of the complex plane and radius \( r_2 = \rho(0) \), where \( \rho(0) \) is defined by (22).

From (6) and (3) it follows that

\[
-\sum_{k=1}^{L} c_k(\alpha) = \sum_{k=1}^{L} (-1)^{k+1} \binom{\alpha}{k+1} = \sum_{k=2}^{L+1} (-1)^{k} \binom{\alpha}{k}, \tag{27}
\]

Using the equality [31] (\( \Gamma(\cdot) \) is the Euler gamma function)

\[
\sum_{k=0}^{L+1} (-1)^{k} \binom{\alpha}{k} = \frac{\Gamma(L + 2 - \alpha)}{\Gamma(1 - \alpha)\Gamma(L + 2)}, \tag{28}
\]

one obtains

\[
\sum_{k=2}^{L+1} (-1)^{k} \binom{\alpha}{k} = \frac{\Gamma(L + 2 - \alpha)}{\Gamma(1 - \alpha)\Gamma(L + 2)} - 1 + \alpha. \tag{29}
\]

Substitution (27) and (29) into (22) gives

\[
\rho(0) = 1 - \sum_{k=1}^{L} c_k(\alpha) = \frac{\Gamma(L + 2 - \alpha)}{\Gamma(1 - \alpha)\Gamma(L + 2)} + \alpha. \tag{30}
\]

This means that radius \( r_2 = \rho(0) \) of circle \( D_2 = D_2(0, r_2) \) can be computed from (30).

From the above we have the following sufficient conditions for practical stability.

**Theorem 3.** The fractional system (1) with given length \( L \) of practical implementation is practically stable if at least one of the following conditions is satisfied:

1. all eigenvalues of \( A_0 = A + i\alpha \) are located in circle \( D_1(\rho_0, r_1) \)
2. all eigenvalues of \( A_0 \) are located in circle \( D_2 = D_2(0, r_2) \), i.e.

\[
|\lambda_i(A_0)| < \frac{\Gamma(L + 2 - \alpha)}{\Gamma(1 - \alpha)\Gamma(L + 2)} + \alpha, \quad i = 1, 2, ..., n. \tag{31}
\]

The sufficient condition similar to (31) has been given in [19]. This condition has the form

\[
|\lambda_i(A_0)| < \frac{\Gamma(L + 1 - \alpha)}{\Gamma(1 - \alpha)\Gamma(L + 1)} + \alpha, \quad i = 1, 2, ..., n. \tag{32}
\]

![Figure 3. Practical stability region S(\alpha, L) for \alpha = 0.1, L = 50 (boundary 1) and circles D1 (boundary 2) and D2 (boundary 3)](image)
Region \( S(\alpha, L) \) with \( \alpha = 0.1, L = 50 \) and circles \( D_1 \) and \( D_2 \) are shown in Fig. 3. From (25), (26) and (30) for \( \alpha = 0.1 \) and \( L = 50 \) we have:

- \( \rho_0 = -0.1207, \ r_1 = 0.8517 \) for circle \( D_1 = D_1(\rho_0, r_1) \)
- \( r_2 = 0.7310 \) for circle \( D_2 = D_2(0, r_2) \).

### 3.2. Asymptotic stability

First we prove the following important lemma.

**Lemma 3.** The following equality is true

\[
\sum_{k=1}^{\infty} c_k(\alpha)z^{-k} = z - \alpha - (z - 1)^{\alpha}z^{-1}. \tag{33}
\]

**Proof.** From the Newton’s generalized binomial formula \((\alpha)\) is a real number)

\[
(a + b)^{\alpha} = \sum_{j=0}^{\infty} {\alpha \choose j} a^{\alpha-j}b^j \tag{34}
\]

for \( a = z \) and \( b = -1 \) we obtain

\[
(z - 1)^{\alpha} = \sum_{j=0}^{\infty} {\alpha \choose j} z^{\alpha-j}(-1)^j.
\]

By multiplying both sides of (35) by \( z^{-\alpha} \) we have

\[
(z - 1)^{\alpha}z^{-\alpha} = z + \sum_{j=1}^{\infty} {\alpha \choose j} z^{\alpha-j}(-1)^j.
\]

If we let \( 1 - j = -k \), then

\[
(z - 1)^{\alpha}z^{-\alpha} = z - \sum_{k=0}^{\infty} {\alpha \choose k+1} z^{-k}(-1)^k.
\]

Finally, using (6) from (37) we obtain (33). This completes the proof.

From Definition 2 it follows that in the case of asymptotic stability we must consider the characteristic function (12) of the system (8) with \( L \to \infty \), of the form

\[
w(z) = \det\{z - \sum_{k=1}^{\infty} c_k(\alpha)z^{-k}\}I - (A + I\alpha)\} \tag{38}
\]

Using (33) in equation \( w(z) = 0 \) one obtains

\[
\det\{(z - 1)^{\alpha}z^{-\alpha}I - A\} = 0. \tag{39}
\]

The characteristic equation (39) can be written in the form (13), where

\[
w_i(z) = (z - 1)^{\alpha}z^{-\alpha} - \lambda_i(A) \tag{40}
\]

and \( \lambda_i(A) \) denotes \( i \)-th eigenvalue of \( A \) \((i = 1, 2, \ldots, n)\).

From the above, Definition 2 and Theorem 1 for \( L \to \infty \) it follows that the fractional system (1) is asymptotically stable if and only if all roots of all equations \( w_i(z) = 0 \) \((i = 1, 2, \ldots, n)\) are stable, where \( w_i(z) \) is given by (40).

We consider the stability problem of roots of the equation

\[
(z - 1)^{\alpha}z^{-\alpha} - \eta = 0 \tag{41}
\]

in dependence of \( \eta = \lambda_i(A) \).

Substituting \( z = \exp(j\omega), \omega \in [0, 2\pi] \), in equation (41) we obtain the parametric description of boundary of the stability region in the complex \( \eta \)-plane

\[
\eta(\omega) = (\exp^{j\omega} - 1)^{\alpha}(\exp^{j\omega})^{-1}, \ \omega \in [0, 2\pi]. \tag{42}
\]

It is easy to check that (42) for \( \alpha = 0 \) and \( \alpha = 1 \) describes the circle with centre at point \((0,0)\) and radius 1 and the circle with centre at point \((-1,0)\) and radius 1, respectively.

The closed curve (42) divide the complex \( \eta \)-plane into two regions, one bounded and one unbounded (see Fig. 4). Denote by \( S(\alpha) \) the bounded region.

![Figure 4](image)

**Fig. 4.** Regions \( S(\alpha) \) for \( \alpha = 0.1 \) (boundary 1), \( \alpha = 0.5 \) (boundary 2) and \( \alpha = 0.9 \) (boundary 3).

**Lemma 4.** If \( \eta \) is real, then all roots of (41) are stable if and only if

\[
-2^{\alpha} < \eta < 0. \tag{43}
\]

**Proof.** In [23] it has been shown that if \( A \) is a real number then the system (1) is asymptotically stable if and only if \(-2^{\alpha} < A < 0\). This means that the condition (43) is necessary and sufficient for asymptotic stability of roots of (41) with real \( \eta \) and the proof is completed.

**Lemma 5.** All roots of (41) are stable if and only if \( \eta \in S(\alpha) \).

**Proof.** It is sufficient to show that in \( S(\alpha) \) exists at least one point such that all roots of (41) are stable.

From (42) for \( \omega = 0 \) and \( \omega = \pi \) we have \( \eta(0) = 0 \) and \( \eta(\pi) = -2^{\alpha} \). This means that the interval \((-2^{\alpha}, 0)\) of the
real axis lies in the stability region $S(\alpha)$. This interval, according to Lemma 4, is the stability region for all roots of (41) with real $\eta$. Hence, in $S(\alpha)$ exist such points $\eta$ for which all roots of (41) are stable. This completes the proof.

Asymptotic stability regions $S(\alpha)$ for $\alpha = 0.1$, $\alpha = 0.5$ and $\alpha = 0.9$ are shown in Fig. 4.

Taking into considerations (13) and (40), from Lemma 5 we obtain the following theorem.

**Theorem 4.** The fractional system (1) is asymptotically stable if and only if all eigenvalues of the matrix $A$ are located in the stability region $S(\alpha)$ with boundary (42).

Similar result has been recently obtained in [24].

From Theorem 4 and Lemma 4 we have the following lemmas.

**Lemma 6.** If all eigenvalues $\lambda_i(A)$ are real, then the fractional system (1) is asymptotically stable if and only if

$$-2^\alpha < \lambda_i(A) < 0, \quad i = 1, 2, \ldots, n. \quad (44)$$

**Lemma 7.** If all eigenvalues $\lambda_i(A)$ of $A$ are real, then the fractional system (1) is asymptotically stable for $\alpha \in (\alpha_{\text{min}}, 1)$, where $\alpha_{\text{min}} = \max\{|\alpha_i|, \ i = 1, 2, \ldots, n\}$ and

- $\alpha_i = 0$ if $-1 < \lambda_i(A) < 0$,
- $\alpha_i = \log_2(-\lambda_i(A))$ if $-2 < \lambda_i(A) < -1$, where $\log_2 a$ is the base 2 logarithm of $a$. Moreover, if $\lambda_i(A) = -1$, then the condition (44) holds for $0 \leq \alpha_i < 1$.

From Fig. 4 and (44) it follows that for any fixed $\alpha \in (0, 1)$ there exists a circle $D_3 = D_3(\eta_0, r_3)$ with the centre $\eta_0 = -2^{\alpha-1}$ and radius $r_3 = 2^{\alpha-1}$ which lies in the region $S(\alpha)$. If, for example, $\alpha = 0.3$ then $\eta_0 = -2^{-0.7} = -0.6156$ and $r_3 = 0.6156$.

The region $S(\alpha)$ with $\alpha = 0.3$ and circle $D_3$ are shown in Fig. 5.

The above we have the following sufficient condition for asymptotic stability.

**Lemma 8.** The fractional system (1) is asymptotically stable if all eigenvalues of $A$ are located in circle $D_3 = D_3(\eta_0, r_3)$.

From Theorem 4 and Figs. 4 and 5 we have the following important remarks.

**Remark 1.** If the state matrix $A$ has at least one real positive eigenvalue, then the fractional system (1) is not asymptotically stable for all $\alpha \in (0, 1)$.

**Remark 2.** Schur stability of the state matrix $A$ (all eigenvalues have absolute values less than 1) is not necessary nor sufficient for asymptotic stability of the fractional system (1).

Given in this section conditions for asymptotic stability of the system (1) can be formulated in terms of eigenvalues of the matrix $A_0 = A + I\alpha$. In particular, Theorem 4 can be formulated in equivalent form as follows.

**Theorem 4a.** The fractional system (1) is asymptotically stable if and only if all eigenvalues of the matrix $A_0 = A + I\alpha$ are located in the stability region $S(\alpha)$ with boundary

$$\eta_0(\omega) = \alpha + (e^{j\omega} - 1)^\alpha(e^{j\omega})^{1-\alpha}, \quad \omega \in [0, 2\pi]. \quad (45)$$

4. **Illustrative examples**

**Example 1.** Check practical stability with length $L = 50$ of practical implementation of the fractional system (1) with $\alpha = 0.1$ and the state matrix

$$A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -0.5 & -0.03 & 0.9 & 0.06 \\ 0.3 & 0 & 0 & -1 \\ 0.09 & 0.04 & 0.08 & 0.02 \end{bmatrix}. \quad (46)$$

Matrix $A_0 = A + I\alpha$ has the following eigenvalues:

$$\lambda_{1,2} = -0.1654 \pm j0.7715; \quad \lambda_{3,4} = 0.3604 \pm j0.3463. \quad (47)$$

Computing from (25) and (26) centre and radius of the circle $D_1 = D_1(\rho_0, r_1)$ one obtains $\rho_0 = -0.1207$ and $r_1 = 0.8517$.

Circle $D_2 = D_2(0, r_2)$ has radius $r_2 = 0.7310$. Radius $r_2 = \rho(0)$ can be computed from (22) or (30).

Practical stability region $S(\alpha, L)$ for $\alpha = 0.1$, $L = 50$, eigenvalues (47) and circles $D_1$ and $D_2$ are shown in Fig. 6. From Fig. 6 it follows that eigenvalues (47) lie in the practical stability region (the necessary and sufficient condition of Theorem 2 holds) and also in circle $D_1$ (the sufficient condition 1 of Theorem 3 holds). Hence, the system is practically stable.

It is easy to see that not all eigenvalues (47) are located in circle $D_2$, or equivalently, the sufficient condition (31) is not satisfied because

$$\max|\lambda_i(A_0)| = 0.7890 > r_2 = 0.7310.$$  

This means that the sufficient condition 2. of Theorem 3 is not satisfied.
Fig. 6. Region $S(\alpha, L)$ (boundary 1), eigenvalues (47) (*), circles $D_1$ (boundary 2) and $D_2$ (boundary 3)

**Example 2.** Check asymptotic stability of the fractional system (1) with $\alpha = 0.1$ and the state matrix

$$A = \begin{bmatrix} -1 & 0 & 0.1 & 0 \\ 0 & -1 & -0.01 & 0 \\ 0.02 & 0 & -0.8 & -0.03 \\ 0.77 & 0.05 & -0.9 & -1 \end{bmatrix}. \quad (48)$$

Matrix $A$ has the following real eigenvalues: $\lambda_1 = -0.7249; \lambda_2 = -1.1363; \lambda_3 = -0.9388; \lambda_4 = -1$.

From Lemma 7 we have that the fractional system (1) with the matrix (48) is asymptotically stable for $\alpha \in (\alpha_{\text{min}}, 1)$, where $\alpha_{\text{min}} = \log_2(1.1363) = 0.1843$. Hence, the system is not asymptotically stable for $\alpha = 0.1$.

Note, that the matrix (48) is not Schur stable (i.e., not all eigenvalues have absolute values less than 1) but the system (1), (48) is asymptotically stable for any $\alpha \in (0.1843, 1)$.

### 5. Concluding remarks

The problems of practical stability and asymptotic stability of the discrete-time linear system (1) of the fractional order $\alpha \in (0, 1)$ have been addressed. Necessary and sufficient conditions for practical stability (Theorem 2, Lemma 2) and for asymptotic stability (Theorem 4, Lemmas 6 and 7) have been established. The conditions are given in terms of eigenvalues of the state matrix $A$ (or the matrix $A + I\alpha$).

In particular, it has been shown that (similarly as for fractional continuous-time linear systems) the complex plane there exists such a region, that location of all eigenvalues of the state matrix $A$ in this region is necessary and sufficient for asymptotic stability. The parametric description of a boundary of this region has the form (42). This important result has been recently presented in [24] and more recently in [32]. It should be noted that the result of Theorem 4 and similar results of [24] and [32] have been obtained independently, with different proofs and more or less in the same time.

Moreover, it has been shown that Schur stability of the state matrix $A$ (all eigenvalues have absolute values less than 1) is not necessary nor sufficient for asymptotic stability of the fractional system (1).
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