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Abstract—In this paper, a comparative study between a blind algorithm, based on higher order cumulants, and adaptive algorithms, i.e. Recursive Least Squares (RLS) and Least Mean Squares (LMS) for MultiCarrier Code Division Multiple Access (MC-CDMA) systems equalization is presented. Two practical frequency-selective fading channels, called Broadband Radio Access Network (BRAN A, BRAN B) normalized for MC-CDMA systems are considered. In the part of MC-CDMA equalization, the Zero Forcing (ZF) and the Minimum Mean Square Error (MMSE) equalizer techniques were used. The simulation results in noisy environment and for different signal to noise ratio (SNR) demonstrate that the blind algorithm gives approximately the same results obtained by adaptive algorithms. However, the proposed algorithm presents the advantage to estimate the impulse response of these channels blindly except that the input excitation is non-Gaussian, with the low calculation cost, compared with the adaptive algorithms exploiting the information of input and output for the impulse response channel estimation.
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1. Introduction

Many algorithms have been proposed in the literature for the identification of Finite Impulse Response (FIR) system using cumulants, established that blind identification of FIR Single-Input Single-Output (SISO) communication channels is possible only from the output second order statistics of the observed sequences (Auto Correlation Function and power spectrum) [1]. Moreover, the system to be identified has no minimum phase and is contaminated by a Gaussian noise, where the Auto Correlation Function (ACF) does not allow identifying the system correctly because the cumulants vanishes on order greater than 2 [2]–[4]. To overcome these problems, other approaches was proposed by several authors in [5]–[14]. This paper is focused on channels impulse response estimation with non-minimum phase and selective frequency such as: BRAN A and BRAN B normalized for MC-CDMA systems. In MC-CDMA a single data symbol is transmitted at multiple narrow band subcarriers [15], [16]. Indeed, in MC-CDMA systems, spreading codes are applied in the frequency domain and transmitted over independent subcarriers. In most wireless environments, there are many obstacles in the communication, such as buildings, mountains, and walls between the transmitter and the receiver antennas. The reflections from these obstacles cause many propagation paths. The problem met in communication is the synchronization between the transmitter and the receiver, due to the echoes and reflection between the transmitter and the receiver antennas. Synchronization errors cause loss of orthogonality among sub-carriers and considerably degrade the performance especially when large number of subcarriers is present [17].

This paper describes a blind algorithm which is based only on third order cumulants. In order to test its efficiency, it was compared with the adaptive algorithms such as Recursive Least Square (RLS) and Least Mean Square (LMS) [18], [19]. Two practical frequency-selective fading channels called Broadband Radio Access Network (BRAN A, BRAN B), normalized by the European Telecommunications Standards Institute (ETSI) were considered [20], [21]. In this paper, a novel concept of blind equalization is developed and investigated for downlink MC-CDMA systems. Moreover, the developed method is compared with the adaptive equalization obtained using RLS and LMS algorithms. The bit error rate (BER) performance of the downlink MC-CDMA systems, using blind BRAN A and BRAN B estimation, are shown and compared with the results obtained with the adaptive methods.

2. Problem Statement

The output of a FIR system that is excited by an unobservable input and is corrupted on output by an additive
white Gaussian noise (Fig. 1) is described by the following formula
\[ y(k) = \sum_{i=0}^{q} x(i) h(k - i). \] (1)
The observed measurable output \( r(k) \) is given by
\[ r(k) = y(k) + n(k), \] (2)
where \( n(k) \) is the noise sequence.

**Fig. 1.** Channel model.

In order to simplify the algorithm construction, it was assumed that the input sequence \( x(k) \) is independent and identically distributed (i.i.d.) zero mean and non-Gaussian. The system is causal and truncated, i.e. \( h(k) = 0 \) for \( k < 0 \) and \( k > q \), where \( h(0) = 1 \). The system order \( q \) is known. The noise sequence \( n(k) \) is i.i.d., Gaussian, independent of \( x(k) \) and with unknown variance.

### 3. Blind Algorithm (Algo-CUM)

The \( m \)th order cumulants of \( y(k) \) can be expressed as follows [6], [18], [19]:
\[ C_{m_1}(t_1, t_2, \ldots, t_{m-1}) = \xi_{m_1} \sum_{i=0}^{q} h(i) h(i + t_1) \ldots h(i + t_{m-1}), \] (3)
where \( \xi_{m_1} \) is the \( m \)th order cumulants of the excitation signal \( x(i) \) at origin. For \( m = 2 \) in Eq. (3), the second order cumulants is obtained as follows:
\[ C_2(t) = \xi_{2x} \sum_{i=0}^{q} h(i) h(i + t). \] (4)

Analogically, if \( m = 3 \), Eq. (3) yields to
\[ C_3(t_1, t_2) = \xi_{3x} \sum_{i=0}^{q} h(i) h(i + t_1) h(i + t_2). \] (5)
The second-order cumulants \( Z \)-transform is straightforward and gives Eq. (6)
\[ S_{2x}(z) = \xi_{2x} H(z) H(z^{-1}). \] (6)
The \( Z \)-transform of Eq. (5) is Eq. (7)
\[ S_3(z_1, z_2) = \xi_{3x} H(z_1) H(z_2) H(z_1^{-1}) H(z_2^{-1}). \] (7)
If \( z = z_1 z_2 \), Eq. (6) becomes
\[ S_{2x}(z_1 z_2) = \xi_{2x} H(z_1) H(z_2) H(z_1^{-1}) H(z_2^{-1}). \] (8)
Then, from Eqs. (7) and (8), the following formula is obtained:
\[ S_3(z_1, z_2) = \mu H(z_1) H(z_2) S_{2x}(z_1 z_2), \] (9)
where \( \mu = \xi_{2x} / \xi_{3x} \).

The inverse \( Z \)-transform of Eq. (9) demonstrates that the 3rd order cumulants, the \( ACF \) and the impulse response channel parameters are combined by:
\[ \sum_{i=0}^{q} C_3(t_1 - i, t_2 - i) h(i) = \mu \sum_{i=0}^{q} h(i) \mu h(t_2 - i) C_{2x}(t_1 - i). \] (10)

Using the \( ACF \) property of the stationary process such as \( C_3(i) \neq 0 \) only for \( -q \leq t \leq q \) and vanishes elsewhere if \( t_1 = -q \), the Eq. (10) becomes:
\[ \sum_{i=0}^{q} C_3(-q - i, t_2 - i) h(i) = \mu h(0) h(t_2 + q) C_{2x}(-q). \] (11)

Using the property of the cumulants, \( C_3(t_1, t_2) = C_3(-t_1, t_2 - t_1) \), Eq. (11) is:
\[ \sum_{i=0}^{q} C_3(q, t_2 + q) h(i) = \mu h(0) h(t_2 + q) C_{2x}(q). \] (12)
The considered system is causal. Therefore, the interval of the \( t_2 \) is \( t_2 = -q, \ldots, 0 \). Otherwise, if \( t_2 = -q \), Eq. (12) will takes the following form:
\[ C_3(q, 0) h(q) = \mu h(0) C_{2x}(q). \] (13)
Thus, based on Eq. (13) and eliminating \( C_{2x}(q) \) from Eq. (12), the equation constituted of only the third order cumulants is obtained:
\[ \sum_{i=0}^{q} C_3(q + i, t_2 + q) h(i) = C_3(q, 0) h(t_2 + q). \] (14)
The system of Eq. (14) in matrix form is as follows
\[
\begin{pmatrix}
C_3(q + 1, 0) & \ldots & C_3(2q, 0) \\
C_3(q + 1, 1) - \alpha & \ldots & C_3(2q, 1) \\
\vdots & \ddots & \vdots \\
C_3(q + 1, q) & \ldots & C_3(2q, q) - \alpha
\end{pmatrix}
\begin{pmatrix}
h(1) \\
\vdots \\
h(q)
\end{pmatrix}
= \begin{pmatrix} 0 \\
-C_3(q, 1) \\
\vdots \\
-C_3(q, q)
\end{pmatrix},
\] (15)
where \( \alpha = C_3(q, 0) \).
In more compact form, the Eq. (15) is:

$$Mh_c = d.$$  \hspace{1cm} (16)

where $M$ is the matrix of size $(q + 1) \times (q)$ elements, $h_c$ is a column vector constituted by the unknown impulse response parameters $h(k)$: $k = 1, \ldots, q$ and $d$ is a column vector of size $(q + 1)$, as indicated in the Eq. (15).

The least squares solution of the Eq. (16) permits a blindly identification of the parameters $h(k)$. Therefore, the solution can be written as:

$$\hat{h}_c = (M^T M)^{-1} M^T d.$$  \hspace{1cm} (17)

### 4. RLS Algorithm

The RLS algorithm [19] is described by the following equations (with initialization $h(0) = 0$).

$$Q^{-1}(0) = \delta^{-1} I,$$  \hspace{1cm} (20)

$$Q^{-1}(n) = \lambda^{-1}Q^{-1}(n-1) - \lambda^{-1}k(n)e(n),$$  \hspace{1cm} (21)

where $\delta$ is a small positive constant value.

The symbol $a_i$ of each user $i$ transmitted at multiple narrow band subcarriers [22], [23] (Fig. 2). Indeed, in MC-CDMA systems, spreading codes are applied in the frequency domain and transmitted over independent subcarriers.

#### 6. Equalization of MC-CDMA System

The operation principle of MC-CDMA system is described by a symbol $a_i$ of each user $i$ transmitted at multiple narrow band subcarriers. The symbol $a_i$ of user $i$ is multiplied by each chip $c_{i,k}$ of spreading code and then applied to the modulator. Each subcarrier transmits an information element multiplied by a code chip of that subcarrier.

6.1. MC-CDMA Transmitter

The symbol $a_i$ of user $i$ is multiplied by each chip $c_{i,k}$ of spreading code and then applied to the modulator. Each subcarrier transmits an information element multiplied by a code chip of that subcarrier. For example, the case, where the length $L_c$ of spreading code is equal to the number $N_p$ of subcarriers is considered. The optimum space between two adjacent subcarriers is equal to inverse of duration $T_c$ of spreading code in order to guarantee the orthogonality between subcarriers. Thus, the MC-CDMA emitted signal is given by [6]:

$$x(t) = \frac{a_i}{N_p} \sum_{q=0}^{N_u-1} \sum_{k=0}^{N_p-1} c_{i,k} e^{2\pi i f_c k t},$$  \hspace{1cm} (24)

where $f_c = f_0 + \frac{q}{T_c}$. $N_u$ is the user number and $N_p$ is the number of subcarriers. Figure 3 explains the trans-
The propose operation principle of the for downlink MC-CDMA systems. Assuming that the channel is time invariant and it is impulse response is characterized by $P$ path of magnitudes $\beta_p$ and phases $\theta_p$, the impulse response is given by:

$$ h(\tau) = \sum_{p=0}^{P-1} \beta_p e^{j\theta_p} \delta(\tau - \tau_p), \quad (25) $$

$$ r(t) = \sum_{p=0}^{P-1} \beta_p e^{j\theta_p} x(t - \tau_p) dt + n(t) = \sum_{p=0}^{P-1} \beta_p e^{j\theta_p} x(t - \tau_p) + n(t), \quad (26) $$

where $n(t)$ is an additive white Gaussian noise.

6.2. MC-CDMA Receiver

The received signal is given by the following equation [6], [23]:

$$ r(t) = \frac{1}{\sqrt{N_p}} \sum_{p=0}^{P-1} \sum_{k=0}^{N_p-1} \sum_{q=0}^{N_q-1} \times \sum_{j=0}^{L-1} \times \Re \{ b_p e^{j\theta_p} a_i c_i, k e^{j\pi (h \delta_k + T_c)(t - \tau_p)} \} + n(t). \quad (27) $$

The main goal, is to obtain a good estimation of the symbol $\hat{a}_i$. The first operation is the received signal demodulation, according to $N_p$ subcarriers. The second step is the received sequence multiplication by the users code. The receiver structure for downlink MC-CDMA systems is shown in Fig. 4. The emitted user symbol $\hat{a}_i$ estimation is given by:

$$ \hat{a}_i = \sum_{q=0}^{N_q-1} \sum_{k=0}^{N_p-1} c_{i,k} (g_k h_k e^{j\pi (h \delta_k + T_c)(t - \tau_p)} + g_k n_k) $$

$$ = \sum_{k=0}^{N_p-1} c_{i,k} g_k a_i + \sum_{q=0}^{N_q-1} \sum_{k=0}^{N_p-1} c_{i,k} c_{q,k} a_q \quad (i=q) $$

$$ + \sum_{q=0}^{N_q-1} \sum_{k=0}^{N_p-1} c_{i,k} c_{q,k} g_k a_q \quad (i\neq q) $$

$$ + \sum_{q=0}^{N_q-1} c_{i,k} g_k n_k \quad (ii\neq q). \quad (28) $$

where the part I, II and III of the formula present respectively: the desired signal (i.e. considered user signal), a multiple access interferences (i.e. others users signals) and the noise, i.e. pondered by the equalization coefficient and by chip spreading code.

6.3. Equalization for MC-CDMA

6.3.1. Zero Forcing

The zero forcing (ZF) technique operation principle is to cancel the distortions brought by the channel. The gain factor of the ZF equalizer principle is

$$ g_k = \frac{1}{|h_k|}. \quad (29) $$

Therefore, the estimated received symbol $\hat{a}_i$ of the user $i$ is given by:

$$ \hat{a}_i = \sum_{k=0}^{N_p-1} c_{i,k} g_k a_i + \sum_{q=0}^{N_q-1} \sum_{k=0}^{N_p-1} c_{i,k} c_{q,k} a_q + \sum_{q=0}^{N_q-1} \sum_{k=0}^{N_p-1} c_{i,k} \frac{1}{h_k} a_q. \quad (30) $$

Using the orthogonality condition, i.e.

$$ \sum_{k=0}^{N_p-1} c_{i,k} c_{q,k} = 0 \quad \forall i \neq q, \quad (31) $$

Eq. (30) becomes:

$$ \hat{a}_i = \sum_{k=0}^{N_p-1} c_{i,k} g_k a_i + \sum_{k=0}^{N_p-1} c_{i,k} \frac{1}{h_k} n_k. \quad (32) $$

6.3.2. Minimum Mean Square Error

The Minimum Mean Square Error (MMSE) technique combine the multiple access interference minimalization and the signal to noise ratio maximization. The MMSE minimize the mean square error for each subcarrier $k$ between the transmitted signal $x_k$ and the output detection $g_k r_k$ [6]

$$ E[|e|^2] = E[|x_k - g_k r_k|^2]. \quad (33) $$
The $E[|e|^2]$ function minimization gives the optimal equalizer coefficient, under the minimization of the mean square error criterion for each subcarrier as:

$$g_k = \frac{h_k^*}{|h_k|^2 + \sum \xi_k}, \quad (34)$$

where $\xi_k = \frac{E[|h_k|^2]}{E[|h|^2]}$.

The estimated received symbol $\hat{a}_i$ of symbol $a_i$ of the user $i$ is described by:

$$\hat{a}_i = \sum_{k=0}^{N_t-1} c_{i,k}^2 |h_k|^2 + \sum_{q=0}^{N_t-1} c_{i,k} c_{i,q} \frac{|h_k|^2}{|h_k|^2 + \sum \xi_k} a_q + \sum_{k=0}^{N_t-1} c_{i,k} \frac{h_k^*}{|h_k|^2 + \sum \xi_k} n_k. \quad (35)$$

Assuming that the spreading codes are orthogonal, the Eq. (35) becomes:

$$\hat{a}_i = \sum_{k=0}^{N_t-1} c_{i,k}^2 |h_k|^2 + \sum_{q=0}^{N_t-1} c_{i,k} c_{i,q} \frac{|h_k|^2}{|h_k|^2} a_q + \sum_{k=0}^{N_t-1} c_{i,k} \frac{h_k^*}{|h_k|^2} n_k. \quad (36)$$

7. Simulation Results

To evaluate the proposed algorithm performance, the BRAN A and BRAN B models representing the fading radio channels are considered. Their corresponding data are measured for multicarrier code division multiple access (MC-CDMA) systems. The Eq. (37) describes the impulse response $h(k)$ of BRAN radio channel:

$$h(k) = \sum_{i=0}^{N_T} A_i \delta(k - \tau_i), \quad (37)$$

where $\delta(n)$ is Dirac delta, $A_i$ stands for the magnitude of the targets $i$, $N_T = 18$ is the number of target and $\tau_i$ is the time delay (from the origin) of target $i$.

Although, the BRAN channels are constituted by $N_T = 18$ parameters and seeing that their value are very low, for that the following procedure is taken:

- The BRAN A channel impulse response is decomposed into four sub-channel as:

$$h(k) = \sum_{j=1}^{4} h_j(k). \quad (38)$$

- The parameters of each sub-channel are independently estimated, using the proposed algorithm.
- All sub channel parameters are added, to construct the full BRAN channels impulse response.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>90</td>
<td>-7.8</td>
</tr>
<tr>
<td>10</td>
<td>-0.9</td>
<td>110</td>
<td>-4.7</td>
</tr>
<tr>
<td>20</td>
<td>-1.7</td>
<td>140</td>
<td>-7.3</td>
</tr>
<tr>
<td>30</td>
<td>-2.6</td>
<td>170</td>
<td>-9.9</td>
</tr>
<tr>
<td>40</td>
<td>-3.5</td>
<td>200</td>
<td>-12.5</td>
</tr>
<tr>
<td>50</td>
<td>-4.3</td>
<td>240</td>
<td>-13.7</td>
</tr>
<tr>
<td>60</td>
<td>-5.2</td>
<td>290</td>
<td>-18</td>
</tr>
<tr>
<td>70</td>
<td>-6.1</td>
<td>340</td>
<td>-22.4</td>
</tr>
<tr>
<td>80</td>
<td>-6.9</td>
<td>390</td>
<td>-26.7</td>
</tr>
</tbody>
</table>

7.1. BRAN A Radio Channel

In Table 1, the values corresponding the BRAN A radio channel impulse response are shown [6], [24]. In Fig. 5 the estimation of the impulse response of BRAN A channel is presented using the blind and adaptive algorithms in the case of $SNR = 24$ dB and data length $N = 4096$.

![Fig. 5. Estimated of BRAN A channel impulse response, for an SNR = 24 dB and a data length N = 4096.](image-url)

The estimated BRAN A channel impulse response using the adaptive algorithms (RLS and LMS) and the Algo-CUM algorithm are much closed to the true type, for data length $N = 4096$ and $SNR = 24$ dB. The robustness of the Algo-CUM proposed algorithm comparatively to the adaptive algorithms allows to act: without information about the input signal, and gives good estimation of the BRAN A channel.

It is in opposite to the RLS and LMS versions in which the authors exploit the information of input and output for the estimation of the impulse response channel.

In Fig. 6 the estimated magnitude and phase of the impulse response BRAN A is presented, for $N = 4096$ and $SNR = 24$ dB using the all algorithms.

From the Fig. 6 the authors conclude that the magnitude and phase estimations using blind and adaptive algorithms...
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In Fig. 6, the estimated magnitude and phase of the impulse response BRAN A are presented using all target, for an data length $N = 4096$ and $SNR = 24$ dB, obtained using blind algorithm, compared with the adaptive algorithms (RLS, LMS).

![Figure 6](image)

In Fig. 8, the estimated magnitude and phase of the impulse response BRAN B are presented using all target, for an data length $N = 4096$ and $SNR = 24$ dB, obtained using blind algorithm, compared with the adaptive algorithms (RLS, LMS).

![Figure 8](image)

have the same allure comparatively to the true ones. However, the algorithm has the advantage of blind estimation of the channel parameters, i.e., without any information about the input.

7.2. Bran B Radio Channel

In Table 2, the values corresponding to the BRAN B radio channel impulse response are presented [24].

**Table 2**

<table>
<thead>
<tr>
<th>Delay $\tau_i$ [ns]</th>
<th>Mag. $A_i$ [dB]</th>
<th>Delay $\tau_i$ [ns]</th>
<th>Mag. $A_i$ [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2.6</td>
<td>230</td>
<td>-5.6</td>
</tr>
<tr>
<td>10</td>
<td>-3.0</td>
<td>280</td>
<td>-7.7</td>
</tr>
<tr>
<td>20</td>
<td>-3.5</td>
<td>330</td>
<td>-9.9</td>
</tr>
<tr>
<td>30</td>
<td>-3.9</td>
<td>380</td>
<td>-12.1</td>
</tr>
<tr>
<td>50</td>
<td>0.0</td>
<td>430</td>
<td>-14.3</td>
</tr>
<tr>
<td>80</td>
<td>-1.3</td>
<td>490</td>
<td>-15.4</td>
</tr>
<tr>
<td>110</td>
<td>-2.6</td>
<td>560</td>
<td>-18.4</td>
</tr>
<tr>
<td>140</td>
<td>-3.9</td>
<td>640</td>
<td>-20.7</td>
</tr>
<tr>
<td>180</td>
<td>-3.4</td>
<td>730</td>
<td>-24.6</td>
</tr>
</tbody>
</table>

![Figure 7](image)

**Fig. 7.** Estimated of BRAN B channel impulse response, for an $SNR = 24$ dB and a data length $N = 4096$.

![Figure 8](image)

**Fig. 8.** Estimated magnitude and phase of BRAN B channel impulse response using all target, for an $SNR = 24$ dB and a data length $N = 4096$.

Figure 8 shows, that the estimated magnitude and phase, using blind and adaptive algorithms, have the same form showing no difference between the estimated and the true type version.

8. MC-CDMA System Application

To evaluate the performance of MC-CDMA systems using the blind and adaptive algorithms, the Bit Error Rate, based on two equalizers (ZF and MMSE) and measured and estimated BRAN A and BRAN B channels impulse response are computed. The results are evaluated for different values of SNR.
8.1. ZF and MMSE Equalizers – Case of BRAN A Channel

In Fig. 9, the BER estimation simulation results for the blind and adaptive algorithms using BRAN A channel estimation are shown. The equalization is performed using ZF equalizer.

Figure 10 depicts the BER for different SNR using the blind and adaptive algorithms for BRAN A channel. The equalization is performed using the MMSE equalizer. The BER results for different SNR values demonstrate that the results obtained by the blind algorithm are similar to those obtained using the adaptive algorithms (RLS and LMS).

With $SNR = 24$ dB, for all algorithms $BER = 10^{-4}$ can be achieved only using ZF equalizer, and using MMSE it lowers near to $10^{-5}$. The proposed algorithm is very interesting because it is able to estimate the impulse response of these channels blindly.

8.2. ZF and MMSE Equalizers – Case of BRAN B Channel

Figure 11 shows the BER for different SNR values using the blind and adaptive algorithms for BRAN B channel. The equalization is performed using the ZF equalizer. It demonstrates clearly that the BER parameter obtained using all algorithms gives good results comparable to...
these obtained using measured values for ZF equalization. Therefore, if the $\text{SNR} = 24$ dB, for all algorithms BER stays at $10^{-4}$ level. Figure 12 illustrates the BER for different SNR values, using the blind and adaptive algorithms for BRAN B channel. The equalization is performed using the MMSE equalizer. It can be observed that the MMSE equalization, for all algorithms gives the same results as obtained using the measured BRAN B values. Then if the SNR values are superior to 20 dB, BER is $10^{-4}$ bit. However, if the SNR is superior to 24 dB, there is a BER lower than $10^{-4}$.

9. Conclusion

In this paper, a comparative study between the adaptive algorithms (RLS and LMS) and blind algorithm based on third order cumulants was presented. These algorithms are performed in the channel parameters identification, such as the experimental channels, BRAN A and BRAN B. The simulation results show that they are efficient, but the blind algorithm presents the advantage to estimate the impulse response of frequency selective channel blindly with low calculation power required, comparing to RLS and LMS. The magnitude and phase of the impulse response are estimated with a good precision in noisy environment principally for high data record length. In the MC-CDMA equalization part, a good results using the proposed algorithm have been obtained comparatively to LMS and RLS algorithms.
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