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Abstract

Abnormal electrical activity of heart can produce a cardiac arrhythmia. The electrocardiogram (ECG) is a non-invasive technique which is used as a diagnostic tool for cardiac diseases. Non-stationarity and irregularity of heartbeat signal imposes many difficulties to clinicians (e.g., in the case of myocardial infarction arrhythmia). Fortunately, signal processing algorithms can expose hidden information within ECG signal contaminated by additive noise components. This paper explores a method of de-noising ECG signal by the discrete wavelet transform (DWT) and further detecting arrhythmia by estimated statistical parameters. Parameters of the de-noised ECG signals were used to form an input data vector determining whether the examined patient suffers from a cardiac arrhythmia or not. Input data were transformed using selected linear methods in order to reduce dimension of the input vector. A neural network was used to detect illness. Compared with the results of recent studies, the proposed method provides more accurate diagnosis based on the examined ECG signal data.
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1. Introduction

Each year, millions of people die because of a variety of cardiovascular diseases. In fact, cardiac arrhythmia is an object of interest due to its increased frequency and incidence. In daily clinical analyses, electrocardiography (ECG) is mostly limited to the quantitative expression of electrical activity in heart muscles produced by depolarization and repolarization of atria and ventricle. An ECG cycle consists of P-QRS-T waves, as shown in Fig. 1. The ECG signal is applied to evaluate stability of heartbeats, effects of drugs or devices used to control the heart, such as a pacemaker. The major information about the signal is included in a frequency range of 0.5 ÷ 45 Hz [1–4]. Different parameters of ECG waveform can be extracted from the recorded
data, such as the P wave which indicates atrial depolarization. Its amplitude is usually between 0.1 and 0.2 mV and its duration – between 0.06 and 0.08 s. The QRS complex is a ventricular depolarization of an amplitude about 1 mV and duration time between 0.06 and 0.12 s.

Fig. 1. An example of ECG signal.

Information about hearth state in an ECG is contained in its amplitude and duration of characteristic wave peaks, as was mentioned above. However, evaluation of the ECG signal status is often based on subjective assessment of different factors at the presence of noise and irregularities of heartbeat. Furthermore, development of automatic methods, used to divide into sections and classify ECG signal according to different levels of pathological states, can assure a serious improvement in cardiovascular diseases diagnostics (CVD). The main aim of such algorithms is to recognize quality of different CVDs by precise measurements assisting clinicians in the diagnosis process [1–3]. In fact, the accuracy of a classification method depends on the nature of filtering and feature extraction techniques used in the ECG analysis process. In other words, the global features contribute to the applied filtering technique and must be highly accurate to assess the presence or absence of different cardiac disorders. Indeed, the feature extraction from ECG signals is a very complicated task because of large variability in their time and frequency representation (peak amplitudes’ distribution, P-QRS-T complex, peak intervals). Frequently, Idioventricular Rhythm (IVR) and Ventricular Tachycardia (VT) are confused. These two rhythms present very similar ECG morphology. Also, Supraventricular Tachycardia (SVT) and Atrial Fibrillation (AF) are regularly confused with Atrial Flutter (AFL) which results in a decision of assuming atrial arrhythmias. The main distinguishing criterion for this rhythm is an irregularity of P and R waves. This difference is very subtle to be detected, especially when intense noise is present in the ECG signal or variability in wave morphologies of the examined patients takes place.

In recent years, there have been presented in the literature [4, 5] many filtering methods which can overcome the presence of noise, as well as the variability and complexity of RR intervals’ series enabling to provide ECG features relevant for CVD. Several studies have been presented on processing ECG signals [6]. Procedures of analysis, filtering process [7, 8] and feature extraction [9, 10] from ECG datasets have exceeded some limitations, so that the algorithms cannot identify different cardiac diseases. In fact, due to the variety of amplitudes in an ECG signal dataset, different algorithms using time and frequency domains do not offer efficient detection based on ECG signals [11]. Therefore, additional studies are necessary to improve it.
The Discrete Wavelet Transform (DWT) is the most generally used time-frequency filtering method [12–14] which provides good resolution in both time and frequency domains by reducing any additive noise components. A combined method based on the wavelet transform and support vector machine (SVM) algorithm was proposed by Zhao et al. [15]. Another method, proposed by Emran et al. [16], applied DWT to feature extraction from ECG signals and resolved the problem of analysing non-stationary signals with an optimum frequency resolution. In [17], a discrimination method based on the principal component analysis (PCA) and DWT was able to identify features pertinent to arrhythmia and sinus rhythm databases. Unfortunately, it was inefficient when noise was too intense [18]. The same experience was observed when higher-order spectra were considered (the detection accuracy did not exceed 94% [19]). Some other methods presented in the literature [20, 21] were combined with PCA and SVM algorithms and reached the detection accuracy of up to 95.5%.

Other promising methods were presented recently in the literature, giving higher classification accuracy of different heart diseases [22, 23]. Many proposed approaches based on machine learning, such as neural networks [24] and SVM [25], provide accurate ECG classification. These methods present many drawbacks regardless of the use of data processing without evaluating the presence of additive noise component and selection of the most optimal detection method.

In addition, an arrhythmia recognition algorithm [23] is developed which can assess irregular heart rhythms better than experienced cardiologists. The employed expert technique is a deep convolutional network used to classify 14 output classes of 64,121 ECG records from 29,163 patients. Nevertheless, all of the above mentioned algorithms have many disadvantages. It is probable that some of classification methods, such as deep learning and computationally complex algorithms, need a large amount of data. Thus, additivity and homogeneity principles are not pursued by these algorithms and do not integrate the regularity properties [26].

Fig. 2. An illustration of the automated arrhythmia recognition system.
Hence, a combination of features’ optimization and classification method would serve as an excellent solution for overcoming these drawbacks. In our study, an advanced technique for arrhythmia recognition is developed. First, all ECG datasets are filtered using DWT (see Fig. 2). Then, a multilayer neural network (MNN) classifier is applied after the pre-processing stage using Fisher’s linear discriminant (FLD) features to recognize either arrhythmia or sinus rhythm behaviour (Fig. 2, stage 3 and 4). The proposed method reduces dimensionality of ECG signals’ features and its ability to cooperate with the MNN classifier in evaluating ECG signals. Thanks to the proposed procedure, the ECG classification process can be improved by about a few percent when compared with other methods, even at the presence of intense additive noise. The automatic analysis system used with artificial intelligence methods can be a reliable diagnosis tool.

2. Algorithmic methods of applied data processing

An ECG dataset used in this work was collected from the archives of the MIT-BIH arrhythmia dataset [27]. Five classes are used: the Supra-ventricular Ectopic beats (SE), Ventricular Tachycardia (VT), Idioventricular Rhythm (IVR), Atrial Fibrillation (AF) and Sinus Rhythm (Sinus). The ECG dataset signals are classified into the five separate classes. Four classes present different types of arrhythmia and are compared to the Sinus Rhythm class. The database includes 100 files of various time records. In this work, the process of analysing ECG signals includes the pre-processing stage followed by the feature extraction. The ECG signals are pre-processed to eliminate noise at a high frequency range. The features are extracted using DWT to locate different parameters of ECG signal like peaks (P, Q, R, S and T) and QRS interval [17, 18], which are helpful in diagnosing arrhythmia conditions.

The DWT method enables a multiresolution analysis by decomposing a discrete signal $x(n)$ into low and high frequency components by low-band and high-band filters determined by a mother wavelet function and a corresponding scaling function. A signal $x(n)$ is decomposed into low $a_{j,k}$ (approximations) and high $d_{j,k}$ (details) frequency components (Fig. 3) with three level banks, where $n$ is the number of level:

$$\begin{align*}
a_{j,k} &= \sum_n h(n-2k)a_{j-1,m}, \\
d_{j,k} &= \sum_n g(n-2k)a_{j-1,m},
\end{align*}$$

(1)

where $j$ is a parameter (scaling level) that influence the scaling of the wavelet transform and $k$ is related to the translation within each level of the wavelet function, $(j,k) \in \mathbb{Z}$; $m$ is used in the scaling function as a translation (shifting) corresponding to the scaling level $j$; $h(n)$ and $g(n)$ are low-pass and high-pass quadrature mirror filters, respectively (Fig. 3); $n \in \mathbb{Z}$ is an integer scale. The wavelet transform contains different families of wavelet functions, such as Haar, Daubechies, etc. The daubechies 4 (db4) and symlets 6 wavelets have been selected for de-noising ECG signal and exhibiting some resemblance to QRS intervals (having the most intense part of power spectrum at a similar low frequency range).

The Fisher’s linear discriminant (FLD) analysis is a method used in pattern recognition and machine learning issues [28, 29]. It is a statistical approach which is applied to create a linear combination of the original data by maximization of the ratio of between-class variation to within-class variation [29]. FLD can also be applied to analysis of ECG signal by processing a dataset to reduce its dimension. In this work, FLD is used to evaluate the training dataset and to generate independent features which are frequently more appropriate for classification into a
selected number of classes $c$ than the PCA method. The goal of FLD is to create a basis $w$ that minimizes the within-class measure while maximizing the between-class measure. This is done by maximizing the Fisher value $J(w)$ defined by:

$$J(w) = \frac{w^T S_b w}{w^T S_w w},$$

where $S_b$ is a between-class scatter matrix:

$$S_b = \sum_{j=1}^{c} (\mu_j - \mu)(\mu_j - \mu)^T,$$

and $\mu_j$ is mean of class $j$ while $\mu$ is mean of all classes. $S_w$ is a within-class scatter matrix:

$$S_w = \sum_{j=1}^{c} \sum_{i=1}^{N} (\mu_{j,i} - \mu_j)(\mu_{j,i} - \mu_j)^T,$$

where $\mu_{j,i}$ is the $i$-th sample extracted from class $j$ and $N$ is the number of samples in class $j$. A linear transformation $w$ is obtained by the eigenvector of $S_w^{-1} S_b$. The data set dimension is reduced and a new feature dataset $F_{in} = (F_1, F_2, \ldots, F_n)$ is obtained using the following transformation:

$$F_{in} = X_{in}w.$$

Consequently, after applying the FLD analysis, we obtain a limited dataset optimized to maximize the ratio of between-class variation to within-class variation. The procedure is linear and therefore can be easily computed.

PCA is a technique used for feature reduction [32] (similarly to the above presented FLD method). It is based on a discrimination function transforming a set of components from the original features into a lower-dimension space. As a linear method, the new variable, obtained by a fixed thresholding, is called Principal Component (PC). The first principal component provides a vector of the highest variability [26]; the second variable consists of the next highest variability, and so on. The PCA algorithm requires estimation of a covariance matrix of the dataset and eigenvectors in the decreasing order of eigenvalues. In this work, the PCA method is used to remove non-pertinent features from the recorded ECG signals.
The following algorithm presents different phases of the proposed PCA method:

1. Compute a covariance matrix $C$ from the data as:
   \[ C = E \{ (x - \bar{x}) \cdot (x - \bar{x})^T \}, \tag{6} \]
   where $x$ is an input signal, $\bar{x}$ presents its mean vector and $E$ is an operator of averaging within the set of $N$ samples.

2. Calculate a diagonal matrix of eigenvalues $D$ and a matrix of eigenvectors $V$ from the covariance matrix $C$, as given by the equation:
   \[ V^{-1}CV = D. \tag{7} \]

3. Compute an eigenvectors’ matrix of PCs in the descending order corresponding to the matrix of eigenvalues $D$. Then, the data are projected into the direction of the computed eigenvectors as:
   \[ p = [V^T(x - \bar{x})]^T. \tag{8} \]

An output vector of variables $p$ comprises PCs selected from the input signal.

Note that the PCA and FLD pre-processing methods increase evidently the classification process performance by reducing data dimensions. Moreover, the FLD pre-processing for further classification by the MNN classifier should give different results when compared with the PCA pre-processing because the methods assume diverse optimization conditions.

In our work, the MNN is approved to identify various patterns. There are different classifiers that can be used for arrhythmia detection. Indeed, it has been confirmed that MNN is a powerful tool for several classification tasks [30]. In order to classify the ECG dataset, we have chosen for computation simply the R–R interval, which is the main feature used to distinguish between sinus rhythm and arrhythmia case [20]. Due to correlation between features and similarities between pattern classes in the dataset, the FLD analysis is used in order to obtain new independent variables which should help to maximize the difference between classes in the input training set by considering various statistical parameters of the ECG dataset.

The database is divided into two sub-sets: one for training (containing 75% of the samples), and the other for test (containing 25% of the samples). Indeed, the combination of MNN and FLD or PCA pre-processing is already used in some applications of pattern recognition, but in our work the pre-processing step is applied to ECG signals with preselected statistical variables. That approach takes into account natural fluctuations of ECG signal which are an additional source of information about arrhythmia disease. Seventy ECG signals present four types of beat arrhythmia classes and 30 seem to be normal. This technique aids the projected intelligent system to avoid making errors in the learning phase. The classification stage is composed of two phases: The ECG dataset of training cases is firstly characterized by the significant FLD features – 75 cases randomly chosen (55 abnormal classes and 20 normal) constitute the training set. Then, the validation sets represent the smallest part of database and the network test is done with 25 remaining cases (15 abnormal and 10 normal).

In the training stage, statistical parameters representing five classes (SE, VT, IVR, AF, and Sinus) are chosen and are applied to feed the MNN. A synaptic weight vector is adapted to minimize the cost function using the back-propagated error between the actual and the desired outputs [29]. The neural network structure is composed of five input classes; they are: $(0.5, -0.5, -0.5, -0.5, -0.5)$ for (SE), $(-0.5, 0.5, -0.5, -0.5, -0.5)$ for (VT), $(-0.5, -0.5, 0.5, -0.5, -0.5)$ for (IVR), $(-0.5, -0.5, -0.5, 0.5, -0.5)$ for (AF) and $(-0.5, -0.5, -0.5, -0.5, 0.5)$ for Sinus cases. Therefore, to the input layer constituted of input features, we used a single hidden layer and one output layer. The hidden layer size is optimized using the $k$-fold cross-validation technique [28].
3. Detection efficiency

We used the wavelet transform to decompose ECG signal. This approach was examined to achieve the best accuracy regarding a baseline drift removal and noise component attenuation. The DWT technique performance was further evaluated by estimating mean square error (MSE) and signal-to-noise ratio (SNR). The MSE and SNR values were estimated by analysing the difference between the recorded ECG signal and its de-noised version after wavelet transform decomposition and thresholding of selected details [33]. We selected daubechies 4 (db4) and symlets 6 which performed very well giving very similar results. Therefore, we have decided to further present the detailed data for db4 wavelet only (Table 1).

\[ \text{MSE} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x(i) - \bar{x}(i))^2} \]  

(9)

The noise reduction efficiency was evaluated using the square error between the original \( x(i) \) and filtered \( \bar{x}(i) \) ECG signals by estimating SNR defined by the following equation:

\[ \text{SNR} = 10 \cdot \log \left[ \frac{\sum_{i=1}^{N} x(i)^2}{\sum_{i=1}^{N} (x(i) - \bar{x}(i))^2} \right] \]  

(10)

where \( N \) is a length of the ECG signal, \( x(i) \) is a recorded ECG signal and \( \bar{x}(i) \) is an ECG signal after the operation of filtering.

The results of de-noising by applying DWT are compared with those obtained for Butterworth and median filters. Table 1 presents the results of signal-to-noise ratio denoted as SNR\(_{\text{res}}\) and estimated by (10) after using selected de-noising methods. The recorded ECG signal contained an additive white noise component of an intensity given by the value of signal-to-noise ratio SNR\(_{\text{ad}}\). Five data sets were examined. The results confirmed that de-noising by DWT secured the highest SNR\(_{\text{res}}\) despite of the additive noise component intensity. It means that this method is more efficient than the considered filtering methods. The improvement is different for various conditions and the differences reach a few dB and are clearly visibly by eye inspection in the filtered time sequences (Fig. 4).

The DWT filter ranges from 2 to 10. The results showed that the order 4 gives the best performance in terms of noise reduction compared with other DWT levels (db2, db6, db8, and db10). For the Butterworth low-pass filter with a 3 dB ripple and a cut-off frequency equal to 0.92, different values of filter order are employed to evaluate the best de-noising results. Each filter order (2, 4, 6, 8, 10) held out the de-noising ECG signal where the used filtering algorithm provided the best filtering results when the order was set to 10 and 8 for the Butterworth and median filters, respectively.

To evaluate more in-depth the quality of considered filtering methods, we have identified amplitudes of R peaks. We evaluated the ability of considered filtering methods to preserve the amplitude of the peak R. Using the wavelet mother function db4 we have observed that amplitudes of peaks R after the filtering stage are very close to their original mean amplitude. When
Butterworth or median filtering was used; the results were much worse—we have recovered only part of the original amplitude: 48% for the Butterworth and 53% for median filtering in the worst case of the analysed data sets (ECG signals 1÷10, Table 1). Thus, the DWT method again gave better detection results than other applied filtering methods.

After the filtering stage, the data sets can be further processed to reduce the ECG signals’ dimension. Eventually, separated features are more suitable for classification tasks [23]. Various statistical parameters can be extracted from ECG signals as proposed for analysis of other random data series, comprising Gaussian noise [34], random transient pulses [35] or train of random pulse spikes [36]. The benefits of these features are simplicity of implementation and reduced computational time. Thus, we have selected a few popular statistical parameters characterizing random time series, including non-Gaussian random signals. The equations defining the selected parameters are gathered in Table 2.

All estimated statistical parameters (Table 2) are correlated in an unpredictable way and therefore further reduction of data dimension was required. Thus, in the next step the FLD analysis was applied to reduce the dimensionality of the dataset to establish the most informative parameters that maximize the ratio of between-class variation to within-class variation. The results enabled the reduction of the set of estimated parameters from eight (Table 2) to five only.
Table 1. Values of $SNR_{res}$ [dB] estimated for the applied filtering algorithms when the ten recorded ECG signals (cases 1 to 10) contain an additive white noise component of one of selected intensities $SNR_{ad} = 5$ dB, 10 dB or 15 dB.

<table>
<thead>
<tr>
<th>$SNR_{ad}$ [dB]</th>
<th>DWT (wavelet db4)</th>
<th>Median filter</th>
<th>Butterworth filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>ECG signal 1</td>
<td>15.34</td>
<td>18.23</td>
<td>25.28</td>
</tr>
<tr>
<td>ECG signal 2</td>
<td>12.55</td>
<td>20.48</td>
<td>25.54</td>
</tr>
<tr>
<td>ECG signal 3</td>
<td>16.45</td>
<td>21.54</td>
<td>27.56</td>
</tr>
<tr>
<td>ECG signal 4</td>
<td>14.09</td>
<td>19.76</td>
<td>24.45</td>
</tr>
<tr>
<td>ECG signal 5</td>
<td>16.56</td>
<td>20.44</td>
<td>25.98</td>
</tr>
<tr>
<td>ECG signal 6</td>
<td>14.78</td>
<td>19.86</td>
<td>25.09</td>
</tr>
<tr>
<td>ECG signal 7</td>
<td>13.53</td>
<td>18.21</td>
<td>23.65</td>
</tr>
<tr>
<td>ECG signal 8</td>
<td>12.74</td>
<td>18.07</td>
<td>24.29</td>
</tr>
<tr>
<td>ECG signal 9</td>
<td>14.89</td>
<td>19.54</td>
<td>25.04</td>
</tr>
<tr>
<td>ECG signal 10</td>
<td>16.46</td>
<td>20.87</td>
<td>26.73</td>
</tr>
</tbody>
</table>

Table 2. Statistical parameters applied to reducing random data dimension by using the equations below.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root mean square</td>
<td>$\left( \frac{1}{N} \sum_{i=1}^{N} x_i^2 \right)^{1/2}$</td>
</tr>
<tr>
<td>Skewness</td>
<td>$\frac{1}{N} \sum_{i=1}^{N} \frac{(x_i - \bar{x})^3}{\sigma^3}$</td>
</tr>
<tr>
<td>Peak to peak (P–P)</td>
<td>$x_{\text{max}} - x_{\text{min}}$</td>
</tr>
<tr>
<td>Crest factor</td>
<td>$\frac{\max</td>
</tr>
<tr>
<td>Margin factor</td>
<td>$\frac{\max</td>
</tr>
<tr>
<td>Shape factor</td>
<td>$\frac{RMS}{\frac{1}{N} \sum_{i=1}^{N}</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>$\frac{1}{N} \sum_{i=1}^{N} \frac{(x_i - \bar{x})^4}{\sigma^4}$</td>
</tr>
<tr>
<td>Impulse factor</td>
<td>$\frac{\max</td>
</tr>
</tbody>
</table>

Note: $\bar{x}$ is mean of $x$ vector.

(Table 3), representing the main signal features: root mean square, skewness, peak to peak (P–P), crest factor and margin factor due to those having the highest values of Fisher’s linear discriminant (FLD) (exceeding 1).
Table 3. Evaluation of ECG signal features using Fisher’s linear discriminant (FLD).

<table>
<thead>
<tr>
<th>Features</th>
<th>Fisher’s linear discriminant</th>
<th>Highest Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root mean square</td>
<td>1.3964</td>
<td>*</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.8336</td>
<td>*</td>
</tr>
<tr>
<td>Peak to peak (P-P)</td>
<td>2.9512</td>
<td>*</td>
</tr>
<tr>
<td>Crest factor</td>
<td>1.5120</td>
<td>*</td>
</tr>
<tr>
<td>Margin factor</td>
<td>1.8675</td>
<td>*</td>
</tr>
<tr>
<td>Shape factor</td>
<td>0.8837</td>
<td>–</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.6792</td>
<td>–</td>
</tr>
<tr>
<td>Impulse factor</td>
<td>0.2394</td>
<td>–</td>
</tr>
</tbody>
</table>

To demonstrate effectiveness of the presented classification approach, we compared our proposed method with methods published in the literature [37–41]. In fact, using the FLD-MNN technique we obtain a classification of ECG datasets into five separate classes. The FLD-MNN method combines data reduction by FLD and further processing by the detection based on the MNN classifier. The results are then compared with those obtained with the support vector machine (SVM) non-linear classifier, as published elsewhere [17, 19]. The main advantage of employing these algorithms is having different measures which link various signal features.

In order to provide an assessment of the classifiers by the proposed FLD-MNN and SVM algorithms published earlier [17, 19], a statistical analysis in terms of accuracy $AC$, sensitivity $SE$, and specificity $SP$ was applied. These parameters are given by the following equations:

$$SE = \frac{TP}{TP + FN}, \quad (11)$$

$$SP = \frac{TN}{FP + TN}, \quad (12)$$

$$AC = \frac{TP + TN}{TP + FN + TN + FP}, \quad (13)$$

where $TP$ is the number of true positives, $TN$ is the number of true negatives, $FN$ is the number of false negatives and $FP$ is the number of false positives.

In this section, we present a comparison study of classification results using the FLD-MNN method with those obtained by the PCA-MNN and MNN only (without reducing the number of eight considered statistical parameters). PCA-MNN is a combination of a multivariate statistical method (PCA) and a multilayer neural network (MNN). Combined with MNN, PCA is used only to obtain new uncorrelated parameters from the input data in the same subspace dimension, and then MNN is used to classify new components [31]. MNN is a simple feed-forward neural network trained with selected components extracted from the training ECG signals, as presented elsewhere [39].

In order to obtain a reasonable comparison of these three neural network-based methods, the same neural network structures were trained and validated during different experiments using the features appropriate for each method. It is known that the network structure has a great impact on its capability of generalization [42]. A neural network’s ability of data separation increases with the number of hidden layers. In addition to the input layer, we used a single hidden layer...
and one output layer only. In practice, the applied MNN may rely on sophisticated and growing algorithms to define optimal structures of the network [38, 39]. The cross-validation technique was used for training and testing the datasets [28] in order to select the pertinent MNN structures for FLD and PCA methods of extracting ECG signals’ features. The training set of feature vectors was divided into five equally-sized sub-datasets (five folds). Furthermore, cross-validation experiments of the five folds were performed to select optimal numbers of hidden layers and nodes in each layer. Then, five iterations of training and validation were performed, such that within each iteration a different fold of the data set was held-out for testing, and the remaining four folds – for training. In each fold, the performance measures were computed based on the accurate classification of cases in the testing ECG dataset. Besides, cross-validation experiments of the five folds were completed to validate the classification accuracy of each dataset randomly selected. A size of the hidden layer was being successively changed every training session from 1 to 15. Then, the average classification accuracy was computed for each original fold. The best MNN structure used for ECG classification selected also the hidden layer size that directly led to a minimum validation error. Other fast training algorithms may be used as well [37, 38]. The training patterns were chosen randomly from our database which contains ECG signals belonging to five separate classes. Note that the PCA and FLD pre-processing methods improve appreciably the MNN classifier performance. However, as shown in Table 4, the FLD-MNN classifier is superior to the PCA-MNN one for the analysed data sets. A classification accuracy of 97.38% was achieved with a standard deviation less than 0.82% for the ECG dataset. Thus, we conclude that the FLD-MNN method assures better classification accuracy for the training and validation datasets because, in some sense, it applies a signal-to-noise ratio to class labelling and therefore can be more robust against any additive noise components.

Table 4. Accuracy AC, sensitivity SE, and specificity SP of data classes detection achieved by applying the MNN classifiers and data reduction by PCA or FLD methods.

<table>
<thead>
<tr>
<th>Data record</th>
<th>Cross validation</th>
<th>MNN</th>
<th>PCA-MNN</th>
<th>FLD-MNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECG Dataset</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fold1</td>
<td>85.4±2.1</td>
<td>88.1±1.8</td>
<td>89.1±1.4</td>
<td>94.2±1.5</td>
</tr>
<tr>
<td>Fold2</td>
<td>80.6±2.2</td>
<td>86.1±1.4</td>
<td>85.3±2.1</td>
<td>89.3±1.9</td>
</tr>
<tr>
<td>Fold3</td>
<td>83.1±2.4</td>
<td>83.9±2.5</td>
<td>83.7±2.5</td>
<td>90.4±1.6</td>
</tr>
<tr>
<td>Fold4</td>
<td>85.8±2.5</td>
<td>87.6±2.1</td>
<td>85.3±2.3</td>
<td>87.8±1.9</td>
</tr>
<tr>
<td>Fold5</td>
<td>83.2±2.4</td>
<td>82.4±2.6</td>
<td>84.9±2.6</td>
<td>90.5±1.9</td>
</tr>
</tbody>
</table>

In their work [19], the authors proposed a classification method that can resolve the problem of five types of beats using a feed-forward NN and least-square support vector machine (SVM); the combined HOS bi-spectrum and PCA were used for extracting bi-spectrum features and reduction of dimensionality, respectively. The average classification accuracy obtained was
93.48%. Compared with previous classification method, Ince et al. [41] proposed an arrhythmia identification system to classify two MIT-BIH database classes: (S) and (V), using DWT coefficients and PCA as the feature extraction and reduction process, followed by employing NN in the classification stage. The classification results were optimized by the multidimensional particle swarm optimization (MDPSO) method. A classification accuracy of 95.58% was obtained using this approach. In another study of Martis et al. [17] five classes were used from the MIT-BIH arrhythmia database and classified using the DWT and PCA dimensionality reduction technique. The average classification accuracy obtained was 96.92% using SVM.

<table>
<thead>
<tr>
<th>Literature</th>
<th>Feature reduction</th>
<th>Classifier</th>
<th>AC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Ince et al., 2009) [41]</td>
<td>DWT+PCA</td>
<td>MDPSO</td>
<td>95.58%</td>
</tr>
<tr>
<td>(Martis et al., 2013b) [19]</td>
<td>Bispectrum+PCA</td>
<td>SVM</td>
<td>93.48%</td>
</tr>
<tr>
<td>(Martis et al., 2013c) [17]</td>
<td>DWT+PCA</td>
<td>SVM</td>
<td>96.92%</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>DWT+FLD</td>
<td>MNN</td>
<td>97.38%</td>
</tr>
</tbody>
</table>

In this paper, we have established that a combined FLD-MNN method as a feature extraction technique is able to extract the pertinent information from a non-stationary ECG signal. The method applied discriminant statistical parameters to the experimental MIT-BIH data [27]. The technique provided effective extraction of the most relevant features and clearly distinguished arrhythmia from the Sinus cases. As shown in Table 5, the proposed method is able to classify datasets with a 97.38% accuracy using the FLD-MNN classifier. It is the highest detection accuracy compared with other considered methods. The accuracies of the proposed system and different existing methods are presented in Table 5.

4. Conclusions

In our experimental data studies, selected methods of ECG data sets’ classifications have been considered. The signals were filtered using the DWT algorithm to reduce additive noise and non-stationary drifts. Next, two pre-processing methods (PCA and FLD) and a multilayer neural network (MNN) as detection algorithms were applied to assign the data to one of five classes only. These methods (PCA or FLD) were used to determine features of ECG signals in a more efficient way by considering selected statistical parameters. This combination of statistical features and a classifier is a promising way of high-accuracy medical diagnosis (arrhythmia detection) based on non-invasive ECG signals. Compared with the previously published data, our results demonstrate better detection, up to 97.38%. It means that the proposed methodology is more efficient than other considered methods, using even non-linear classifiers. We suppose that such results were observed thanks to the shape of analysed signals exhibiting strong spikes with some variation in amplitude and time occurrence. The proposed methods, especially the pre-processing FLD, take into account such variations and therefore can assure better classification results.
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