A synthesis of adaptive, low-power real-time embedded systems for ARM big.LITTLE technology

Abstract

In this paper, we present a method of a synthesis of adaptive schedulers for real-time embedded systems. We assume that the system is implemented using a multi-core embedded processor with low-power processing capabilities. First, the developmental genetic programming is used to generate the scheduler and the initial schedule. Then during the system execution, the scheduler modifies the schedule whenever the execution time of the recently finished task has been shorter or longer than expected. The goal of rescheduling is to minimize the power consumption while all time constraints will be satisfied. We present a real-life example as well as some experimental results showing the advantages of the method.
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1. Introduction

Besides the cost and performance, power consumption is one of the most important issues considered in the optimization of embedded systems. A design of energy-efficient embedded systems is important especially for battery-operated devices. Embedded systems are usually real-time systems, i.e. time constraints are defined for some tasks. Therefore, power optimization should take into consideration the fact that all time requirements should be met. It should consider the tradeoff between power, performance, cost and perhaps other attributes.

The system performance may be increased by applying a distributed architecture. The function of the system is specified as a set of tasks, then during the co-design process, the optimal architecture is searched. Recently, the advent of embedded multicore processors has created an interesting alternative to dedicated architectures. First, the co-design process may be reduced to task scheduling. Second, advanced technologies for power management, like DVFS (Dynamic Voltage and Frequency Scaling) or big.LITTLE [1], create new possibilities for designing low-power embedded systems.

Optimization of embedded systems is based on assumptions that certain system properties are known. For example, to estimate the performance of the system, execution times for all tasks should be known. Sometimes it is difficult to precisely predict all required information. Therefore, to guarantee the proper design, the worst case estimation is used. During the operation of the system it may occur that certain system properties may significantly differ from estimations or may dynamically change. It may be caused by too pessimistic estimation, by data-dependence or by some unpredictable events. In such cases the idea of self-adaptivity may be used to optimize some system properties

Although there are a lot of synthesis methods for low-power embedded systems [2], the problem of optimal mapping the task graph onto the multicore processor is rather a variant of the resource constrained project scheduling problem (RCPSP)[3] than the co-synthesis. Since the RCPSP is NP-complete only heuristic approach may be applied to real-life systems. Among the proposed heuristics for solving RCPSP, ones of the most efficient are methods based on genetic algorithms [4, 5]. For systems that may dynamically change during operation some methods of rescheduling are proposed [6, 7].

In this paper, we present a novel method for synthesis of a power-aware scheduler for real-time embedded systems. We assume that the function of the system is specified using the task graph that should be executed by the multicore processor supporting the big.LITTLE technology. The scheduler is generated automatically using the developmental genetic programming (DGP). The scheduler is self-adaptive, i.e. it dynamically reschedules tasks whenever any task finished its execution earlier or later than expected. In the first case, the goal of the rescheduling is the reduction in power consumption by moving some tasks to low-power cores. In the second case, the system is rescheduled to satisfy all time constraints by moving some tasks to high-performance cores. The example shows the benefits of using our methodology. The big.LITTLE technology is quite new and is mainly used in mobile devices. According to our best knowledge, there are no applications of this technology to design low-power real-time embedded systems as well as the adaptive scheduling method for such systems.

2. Developmental Genetic Programming

Genetic algorithms (GA) [8] are very commonly used in a wide spectrum of optimization problems. The main advantage of GA approach is the possibility of getting out from the local minima of the optimization criterion. Thus, GA is efficient for global optimization of complex problems, like RCPSP. Although GA approach usually gives satisfactory results, it may be inefficient for hard constrained problems. In these cases, a lot of individuals obtained using genetic operators correspond to not feasible solutions (e.g. schedule that exceeds the required deadline or incorrect schedule, in the RCPSP). Such individuals should not be considered during the evolution. It is obtained by defining the constrained genetic operators that produce only correct solutions. But such constrained operators may create infeasible regions in the search space. Such regions may contain optimal or close to optimal solutions.

The above problem may be eliminated by using the Developmental Genetic Programming (DGP)[9]. DGP is an extension of the GA by adding the developmental stage. This method was applied for the first time to optimize analog circuits. The main difference between DGP and GA is that in the DGP genotypes represent the method building the solution, while in the GA genotypes describe the solution. Thus, during the evolutionary process, a method of building a target solution is optimized, instead of a solution itself. In the DGP the search space (genotypes) is separated from the solution space (phenotypes). The search space is not constrained, all individuals are evolved. Thus, all of them may take part in the reproduction, crossover or mutation. There is no “forbidden” genotypes. Phenotypes are created by using the genotype-to-phenotype mapping function, which always produces a valid solution. During the evolution, the fitness of the genotype is evaluated according to the quality of the corresponding phenotype.

This idea of DGP is taken from biology, where the genotype corresponds to the chromosome containing information used for synthesis of proteins. The application of DGP has been successful in many domains, where human-competitive results have been obtained. The high efficiency of the DGP-based optimization has been also proved for hardware-software co-design and cost minimization in real-time cloud computing [10].

3. Synthesis of a power-aware adaptive scheduler

We use ARM multicore processors with big.LITTLE technology for implementation of the target systems. Such a system consists of two processors, usually quad-core. The first of them has higher
performance (about 40%), but consumes more power. The second one is slower, but is optimized to use much less energy (about 75%), to execute the same task. The goal of optimization is to find a makespan for which the power consumption is as small as possible, while all time constraints are met.

We assume that the system is specified as a task graph. This is a very widely used method of specification of real-time embedded systems. We also assume that for each task, the time of execution and the average power consumption is known for each available processor core. Usually these parameters are estimated using the worst case estimation methods. During the system operation, the scheduler will dynamically modify the schedule to minimize the power consumption, whenever it will be possible to move some tasks to low-power cores, i.e. when the execution time of the finished tasks will be shorter than estimated. In our method, it is also possible to use the average execution time, instead of the worst case estimation. When some task will be delayed, then the scheduler will try to find a new schedule that satisfies the time requirements. A sample task graph, describing the JPEG encoder, is given in Fig.1, while Table 1 presents the ARM Cortex-A15/Cortex-A7 database. For each core the execution time and the energy consumption is given.

![Fig. 1. Task graph for the JPEG encoder](image)

The idea of our approach is based on the observation that when the DGP will be applied for the RCPSP problem, then besides the final schedule we also obtain the scheduler dedicated to the optimized system. Thus, instead of implementing static scheduling. In opposite to the classical genetic approach, genes do not correspond to task implementation but they specify preferences used by the scheduler. The details are given in [11].

The scheduling is performed during the genotype to phenotype mapping. This process is very fast, therefore it can be executed during the system operation. So, instead of implementing the final schedule we implement the method which creates this schedule. We observed that such an approach had great self-adaptivity capabilities, since the DGP had to consider only valid makespans. The genotype to phenotype mapping is a constrained process. If it is not possible to obtain the valid phenotype for a set of preferences defined by the genotype, then the mapping selects the next matching resource. Thus, the preferences specified by the genotype need not be strictly adhered. For example, if for a given task, the preference suggests assigning this task to the low-power core, then if this decision leads to an infeasible makespan, the scheduler will choose another, faster core that best matches to this preference. Therefore, the scheduler is able not only to build a correct solution, but also modify it if any unpredictable events occur. E.g. if the task execution is longer than expected, then the scheduler can move some tasks from a slower to a faster core, to fulfill time requirements. Similarly, if the task is finished before its predicted end time, the scheduler can move other tasks from a faster core to slower one, to save some energy.

### 4. Experimental results

We verified advantages of the presented method using the example from Fig.1 with the task characteristics given in Table 1. Quad-core and double-core processors were used. To evaluate the capabilities of self-adaptivity of the scheduler, we performed some simulations of different changes in execution times for some tasks. Table 2 presents the results obtained for the cases when the execution times were longer than estimated. In all the cases our scheduler was able to adapt to that situation and new makespans that satisfied the deadline were created. Table 3 presents the results obtained for other cases, where the execution times for some tasks were shorter than expected, i.e. estimation was too pessimistic. In such a case, the scheduler had an opportunity to reduce the power consumption.

<table>
<thead>
<tr>
<th>Case</th>
<th>Delay</th>
<th>Deadline [ms]</th>
<th>Time without rescheduling, ms</th>
<th>Time after rescheduling, ms</th>
<th>Time-out, %</th>
<th>Energy, mJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (none)</td>
<td>300</td>
<td>293</td>
<td>-</td>
<td>0.0</td>
<td>451</td>
<td></td>
</tr>
<tr>
<td>1 T1+25%</td>
<td>300</td>
<td>308</td>
<td>279</td>
<td>2.67</td>
<td>505</td>
<td></td>
</tr>
<tr>
<td>2 T2+33%</td>
<td>300</td>
<td>315</td>
<td>286</td>
<td>5.00</td>
<td>505</td>
<td></td>
</tr>
<tr>
<td>3 T1 + 25% T3 + 25%</td>
<td>300</td>
<td>325</td>
<td>296</td>
<td>8.33</td>
<td>505</td>
<td></td>
</tr>
<tr>
<td>0 (none)</td>
<td>350</td>
<td>338</td>
<td>-</td>
<td>0.0</td>
<td>317</td>
<td></td>
</tr>
<tr>
<td>1 T1+40%</td>
<td>350</td>
<td>351</td>
<td>344</td>
<td>0.29</td>
<td>467</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>Delay</th>
<th>Deadline [ms]</th>
<th>Time without rescheduling, ms</th>
<th>Time after rescheduling, ms</th>
<th>Time-out, %</th>
<th>Energy, mJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (none)</td>
<td>400</td>
<td>395</td>
<td>-</td>
<td>0.0</td>
<td>247</td>
<td></td>
</tr>
<tr>
<td>1 T1+25%</td>
<td>400</td>
<td>410</td>
<td>381</td>
<td>2.50</td>
<td>301</td>
<td></td>
</tr>
<tr>
<td>2 T2+33%</td>
<td>400</td>
<td>417</td>
<td>395</td>
<td>4.25</td>
<td>283</td>
<td></td>
</tr>
<tr>
<td>3 T1 + 25% T3 + 25%</td>
<td>400</td>
<td>452</td>
<td>381</td>
<td>13.00</td>
<td>301</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>Delay</th>
<th>Deadline [ms]</th>
<th>Time without rescheduling, ms</th>
<th>Time after rescheduling, ms</th>
<th>Time-out, %</th>
<th>Energy, mJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (none)</td>
<td>400</td>
<td>395</td>
<td>-</td>
<td>0.0</td>
<td>383</td>
<td></td>
</tr>
<tr>
<td>1 T4+10%</td>
<td>400</td>
<td>413</td>
<td>383</td>
<td>3.25</td>
<td>401</td>
<td></td>
</tr>
<tr>
<td>2 T2*50% T3 + 50%</td>
<td>400</td>
<td>458</td>
<td>395</td>
<td>14.50</td>
<td>401</td>
<td></td>
</tr>
</tbody>
</table>
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5. Conclusions

In this paper, a method of automatic synthesis of power-aware schedulers for real-time distributed embedded systems has been presented. Starting from the system specification in the form of the task graph, we use the development genetic programming to optimize the scheduling strategy that minimizes the power consumption. Finally, the best makespan as well as the optimized scheduler are generated. The scheduler has powerful capabilities of self-adaptation. This feature may be used to dynamically minimize the power consumption as well as to increase the system performance.

The presented method is dedicated to ARM big.LITTLE technology, developed for low-power systems. But, since we use a general optimization method, it could be easily adapted to other energy-efficient architectures. The computational experiments confirm that the schedulers, generated using DGP, are efficient and flexible. Our approach is also scalable. The experimental results show that the method may be also applied to complex embedded systems [12].
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